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Abstract

The Air Force Research Laboratory has sponsored research on the tracking control

loop portion of the adaptive optics system in the Starfire Optical Range 3.5-meter tele-

scope at Kirtland Air Force Base. The control loop includes two steering mirrors (Coarse

Steering Mirror and Fine Steering Mirror) used to remove wavefront tilt and tip phase

distortion from light entering the telescope. Currently, the control loops for each mirror

are independent and operate in parallel without any knowledge of what the other controller

and mirror are doing. The objective of this research is to design a single Linear Quadratic

Gaussian controller to control both steering mirrors in order to eliminate wavefront tilt

and tip distortions induced by the earth’s atmosphere, and to evaluate the stability ro-

bustness and performance of the controller through simulation and Monte Carlo analysis.

Controller design elements and simulation parameters are varied to examine and com-

pare resulting performance and robustness characteristics. Performance is gauged by the

amount of residual tilt and tip present on the wavefront after exiting the controlled system,

while robustness to various levels of atmospheric turbulence, control loop processing time

delays, sensor noise, and sensor saturation is also evaluated. The controller design is lim-

ited to the use of linear models even though components within the control loop have some

nonlinear characteristics; however, consideration has been given to the nonlinear aspects

of the system via the simulation environment in order to observe the linear controller in a

near-real-world environment. The optimal control algorithm is developed in MATLAB
R

software and evaluated within the modeled control loop using Simulink
R
. The average an-

gular residual tilt and tip (and associated standard deviation) resulting from the controller

design is 15.21± 10.96 nanoradians and 20.78± 15.29 nanoradians, respectively.
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LQG/LTR Tilt and Tip Control for the Starfire Optical Range 3.5-meter

Telescope’s Adaptive Optics System

I. Introduction

The Air Force Research Laboratory has sponsored research on the tracking control

loop portion of the adaptive optics system in the Starfire Optical Range 3.5-meter telescope

at Kirtland Air Force Base. The control loop includes two steering mirrors (Coarse Steering

Mirror and Fine Steering Mirror) used to remove tilt and tip wavefront phase distortion,

caused by the earth’s atmosphere, from light entering the telescope. The current control

system consists of a separate controller for each of the two mirrors. The control loops

for each mirror have been designed independently and operate in parallel without any

knowledge of what the other controller and mirror are doing. Since the two mirrors are

located in series within the optical train, yet the controllers are completely separate, there

is a concern for stability of the two control loops when operating simultaneously. Currently,

the Coarse Steering Mirror is controlled by a Linear Quadratic Gaussian controller while

the Fine Steering Mirror controller is based on classical control techniques such as pole-

placement (5). A thorough study of a single controller design to control both mirrors with

guaranteed stability and evaluated performance has not been conducted . The goal of this

thesis is to design an optimal controller with some type of guaranteed stability to control

both mirrors simultaneously and to evaluate the controller’s robustness and performance.

1.1 Problem Statement

The objective of this research is to design a single Linear Quadratic Gaussian con-

troller to control both steering mirrors and to evaluate the stability robustness and perfor-

mance of the controller through simulation and Monte Carlo analysis. Controller design

elements and simulation parameters will be varied to examine and compare resulting per-

formance and robustness characteristics.
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1.2 Scope of the Research

The controller design is limited to the use of linear models even though components

within the control loop have some nonlinear characteristics. However, consideration has

been given to the nonlinear aspects of the system via the simulation environment in order

to observe the linear controller in a near-real-world environment. The controller is designed

such that the control system attempts to eliminate wavefront tilt and tip induced by the

earth’s atmosphere. Other sources of tilt and tip, such as mount jitter and off-center

viewing, are not considered to narrow the scope of the research. Similarly, the simulations

only produce tilt and tip wavefront values caused by the atmosphere. The significance

of neglecting other sources of tilt and tip is not known; however, future consideration of

these sources is recommended in Chapter 5. The following are specific simplifications and

assumptions made in this research:

• It is assumed that the dynamics of the steering mirrors do not change based on
the size of the received inputs, although in reality the dynamics are nonlinear in

that they differ with small versus large inputs (6). Data supporting the nonlinear

characteristics of the mirrors is not available for this research; therefore, the dynamics

corresponding to small inputs are used for both the controller models and to represent

the mirrors in simulation. Section 4.1.2.3 discusses the way in which simulations are

conducted to validate the use of the small input dynamics.

• To reduce simulation time and allow an adequate amount of data collection for proper
analysis, a reduced order truth model of the steering mirrors is used in simulation

versus a higher order, more accurate representation of the actual mirror dynamics.

The effect this has on the fidelity of the results is unclear; however, further recom-

mendations are provided in Chapter 5.

• It is assumed that the pyramid sensor, which provides measurements of wavefront
tilt and tip to the controller, is corrupted by white Gaussian noise.

• The nonlinear region of the sensor is represented in simulation as a single saturation
value outside of the linear region.
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• Controller performance using time a time-varying Kalman filter and associated con-
trol input gains is not simulated; only constant steady-state gains are used.

• The processing time delays resulting from various components of the control system

are represented in simulation as a multiple sample delay at one location in the control

loop. The provided tilt and tip measurements to the controller are delayed to simulate

pyramid sensor and control algorithm processing times, and to test the latency limits

of the control system.

• The Air Force Research Laboratory provided a single dynamics model to represent
both axes of the Coarse Steering Mirror. Experimental data to develop independent

models were not available until the late stages of research, and Section 3.3.2.1 portrays

the similarity of the that data in each axis, justifying the use of a single model.

• Each steering mirror induces tilt and tip on the wavefront equal to twice the deflection
angles of the mirror (6); however, it is simplified such that the induced tilt and tip

are equal to the deflection angles.

• It is assumed that the adaptive optics system has removed all aberrations from the

wavefront with the exception of tilt and tip so that beam spreading does not occur

at the sensor.

• The wavefront phase distortion occurring as a result of the light passing through the
entire atmosphere to the aperture is represented by a single phase screen at the aper-

ture. The effects of amplitude variation of the light is ignored when using only one

phase screen; however, amplitude variation has negligible impact on tilt and tip for

average atmospheric turbulence simulated in this research. An average atmospheric

wind speed is used to propagate the phase screen, which does not represent altitude-

dependent evolution of the turbulence; however, evolution of the turbulence over the

short simulation times of one and four seconds used in this research, has negligible

impact on tilt and tip.

• The telescope is pointed at zenith since the simulated phase screen represents a
vertical propagation path (normal to the aperture) through the atmosphere.
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1.3 Research Contributions

The analysis of the research results provides a comparison of the performance and

robustness properties of the LQG/LTR controller design with various levels of control

authority given to the Coarse and Fine Steering Mirrors. The determined levels of perfor-

mance and robustness portray the ability of the control system to remove tilt and tip phase

distortion from collected light. The actual tracking system components of the Starfire Op-

tical Range 3.5-meter Telescope are modeled within the LQG/LTR controller design, as

well as in simulation; therefore, implementation of the controller design into the telescope is

possible. The analysis from this research can be used by the Air Force Research Laboratory

to compare with current tracking performance and stability.

1.4 Thesis Overview

Chapter 2 provides a fundamental overview of atmospheric turbulence (as it relates

to optics), adaptive optics, and optimal control. Atmospheric turbulence as it relates to

the wavefront of propagating light is explained with emphasis placed on defining what is

meant by the tilt and tip of the wavefront. The primary components of the adaptive optics

system of the 3.5-meter telescope are described, and the characteristics of the elements of

the steering mirror control system are presented. Lastly, the definition of optimal control

along with a brief description of several design techniques is presented, and the design

technique used in this research is identified.

Chapter 3 presents the details of the controller design preceded by the theory upon

which the research and design are based. Optical theory and control theory pertaining

to the control design and the simulations developed are explained. In particular, theory

behind atmospheric turbulence is the basis of a simulation method used to develop the

tilt and tip truth data. The remaining theory supports the development of the controller

design and the simulation used to evaluate the controller’s performance. The details of the

controller design include the specific equations and algorithms of the control loop.

Chapter 4 describes the simulations performed and presents the results along with

analysis. One simulation is used to develop the actual tilt and tip of the wavefront that the

1-4



control system is designed to eliminate. The primary simulation incorporates the steering

mirrors, controller, sensor, and actual tilt and tip values into a control loop to determine

the performance of the controller. Noise and saturation of the sensor, as well as time

delays to represent online processing time, are included in the control loop simulation.

Controller design elements and simulation parameters are varied to examine and compare

resulting performance and robustness characteristics. The final results are developed from

a Monte Carlo analysis in which the performance of the controller is evaluated over multiple

simulation runs.

Chapter 5 contains stated conclusions and recommendations based on the results

presented in Chapter 4. Included is a summary of the research and the results, followed

by conclusions drawn from analysis of the results. For future work, the recommendations

address areas of the controller design and simulation in this research that could be made

to have higher fidelity and/or more robustness.
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II. Background

2.1 Atmospheric Phase Distortion

The Earth’s atmosphere is a mixture of various gaseous elements and thus has an

index of refraction that is not uniform. Temperature, pressure, air density, and wind

all contribute to vary the index of refraction spatially throughout the atmosphere in a

stochastic manner. Index of refraction is the ratio of the speed of light in a vacuum

to the speed of light in a given medium. Since the index of refraction is not uniform

throughout the atmosphere, the speed of light varies throughout the atmosphere. A light

beam traveling through the atmosphere can be thought of as a collection of many light

rays. As light rays that eventually reach a ground-based telescope aperture pass through

parts of the atmosphere that differ in index of refraction, the rays are delayed with respect

to each other such that they reach the aperture at different times (since they travel at

varying speeds) as shown in Figure 2.1. The time delays correspond to phase differences

(thus phase distortion) across the wavefront of the light beam that cause the final image

resulting from an optical system such as a telescope to be distorted. The phase distortion

property of the atmosphere is generally referred to as turbulence. A distorted wavefront

can also be thought of as a sheet with wrinkles as shown in Figure 2.2, which is the

two-dimensional version of the distorted wavefront in Figure 2.1.

The overall phase distortion of a wavefront can be decomposed into different modes

of phase aberrations through Zernike decomposition (14). The first mode of the Zernike

decomposition, piston, is the aperture-averaged wavefront phase, to which the telescope

system is insensitive; therefore piston will not be considered. The second and third modes

of the Zernike decomposition are referred to as tilt and tip. Tilt represents the average

deflection in phase of the distorted wavefront from the horizontal axis of a non-distorted

wavefront, and tip represents the average deflection from the vertical axis. The higher

order modes increase in complexity. Most of the wavefront phase distortion caused by the

atmosphere is in the tilt and tip modes. Atmosphere-induced tilt and tip causes the image

to “dance” around the center of a camera’s imaging plane. Images are often recorded

over long exposure time intervals, during which the instantaneous images move around,
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Figure 2.1 Effect of Atmospheric Turbulence: At time t1, all of the wavefront has the
identical phase. At time t2, after passing through the atmosphere, the phase
is no longer identical across all of the wavefront.

Propagation Direction

In-Phase Wavefront

Distorted Wavefront

Propagation Direction

In-Phase Wavefront

Distorted Wavefront

Figure 2.2 Non-disturbed vs. Disturbed Wavefront: The in-phase wavefront depicts
what the distorted wavefront would look like if it had not been disturbed
by the atmosphere.
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causing the resulting long exposure image to be blurry. Removing the tilt and tip from the

wavefront before reaching the camera keeps the instantaneous images in the same location,

thus eliminating the blurring effect in the long exposure image. About 64 percent of the

root-mean-squared phase error across any aperture comes from the tilt and tip modes

(4, 14, 17).

2.2 Adaptive Optics

2.2.1 General Description. An adaptive optics system typically uses the tech-

nique of phase conjugation to remove wavefront aberrations from the incoming light beam

(17). An optical beam can be represented by its amplitude, A, and phase, φ, and described

mathematically by the electric field, Ae−jφ. The distorted phase could be represented as

φideal + φdisturb where φideal is the proper phase of the field before distortion occurs and

φdisturb is the change in phase due to the distortion. Thus, the phase-distorted field is

Ae−j(φideal+φdisturb). The adaptive optics system measures the amount of phase distortion

present in the field and applies the conjugate, Aejφdisturb , to correct for the phase distor-

tion, resulting in the original field, Ae−jφideal . An adaptive optics system usually contains

the following principle elements: a wavefront sensor(s), a deformable mirror and its control

system, and a steering mirror(s) and its control system. A telescope is normally used to

collect the incoming light and additional optical elements and cameras are used to record

the image. A wavefront sensor measures the phase aberrations on the wavefront of an

incoming beam to be used by the deformable mirror and steering mirror control systems.

The deformable mirror is typically used to provide compensation for the higher-order phase

aberrations (all aberrations except for tilt and tip) by physically forming into the conjugate

of the aberrations. The steering mirror removes the average tilt and tip across the beam’s

wavefront as measured by a wavefront sensor. A deformable mirror contains numerous

actuators that push and pull the underside of its surface to form the mirror into the de-

sired shape. A steering mirror is flat and does not alter its surface; rather, it is rotated

and tipped to the desired position. Both the deformable mirror and steering mirror con-

trol systems are closed-loop; therefore, the time span from measurement to determination
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of the inputs to the mirrors must be much smaller than the time it takes the wavefront

aberrations to change (4, 17).

2.2.2 Starfire Optical Range 3.5-meter Telescope. The Air Force Research Lab-

oratory (AFRL) operates a 3.5-meter telescope at the Starfire Optical Range (SOR) on

Kirtland Air Force Base (see Figure 2.3). The 3.5-meter telescope is equipped with an

adaptive optics system designed for satellite tracking and obtaining high-resolution images

at visible wavelengths (2). Light first passed through the telescope’s adaptive optics system

in September of 1997. The telescope is an open-framed structure with a 3.5-meter diameter

parabolic primary mirror and a hyperbolic secondary mirror. The telescope is enclosed in

a dome that collapses to expose the telescope to the outside environment. Light is passed

Figure 2.3 SOR 3.5-meter Telescope (1)

through the telescope and reflected down through a window into the coudé rooms below

the telescope mount as shown in Figure 2.4. The coudé rooms contain the toroidal optical

relay used to interface the light beam with the components of the adaptive optics system,

such as the 941-actuator deformable mirror, steering mirrors, and wavefront sensors. After

reflection off the K-Mirror, T1 relays the light beam to the Fine Steering Mirror. From

the Fine Steering Mirror, the light is relayed to the Coarse Steering Mirror. Mirrors T2
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Figure 2.4 Optical Relay Path (7)

through T4 relay the beam to the deformable mirror (DM), followed by T5 and T6 which

send the light to the sensor optical bench that includes the wavefront sensor (WFS CCD)

and imaging camera (IM CCD) (9, 16).

Within the 3.5-meter telescope’s adaptive optics system, the steering mirrors and

deformable mirror are actively controlled to compensate for tilt/tip and higher-order aber-

rations respectively using measurements of the closed-loop errors from the wavefront sen-

sors (15). A Shack-Hartmann Wavefront Sensor (WFS) provides the needed wavefront

measurements to control the deformable mirror. The WFS consists of 30 lenslets across

the pupil diameter that form a spot array that is relayed to a Charged Coupled Device

(CCD) camera. Each lenslet coincides with a 4-by-4 pixel section of the CCD camera,

of which the central 2-by-2 region serves as a quad cell for the local tilt/tip calculation.

The tilt/tip calculations across all of the lenslets are reconstructed into a phase estimate

used to command the deformable mirror actuators to form the mirror’s surface into the

conjugate of the incoming wavefront to remove the higher-order aberrations in the wave-

front. Two steering mirrors serve to remove the tilt/tip aberrations from the wavefront,

and the tilt/tip control loop (also referred to as the tracking loop) is the subject of this
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research. It is important to note that the tracking loop is separate from the deformable

mirror control loop. The Fine Steering Mirror (FSM) has limited angular dynamic range,

but a very quick temporal response. The Coarse Steering Mirror (CSM) has a slower re-

sponse time, but a larger dynamic range. Clearly, some combination of these two mirrors

can be useful to eliminate the time-varying wavefront tilt and tip. The WFS can be used

to supply tilt/tip correction measurements for the tracking loop by averaging the tilt/tip

gradient data across all of the lenslets. However, the WFS is typically not used due to its

lower sampling rate of 1500 Hz. Instead, a pyramid sensor is used as the primary tracking

sensor. For the purpose of this research, the pyramid sensor is the only sensor considered

in the design of the tracking loop. The optical pyramid sensor creates a quad cell effect

by splitting the light beam into four directions leading to four photon-counting avalanche

photo-diodes. The measurements from the photo-diodes are used in a standard quad cell

algorithm to determine the tilt and tip of the wavefront used by the tracking loop. The

sampling rate of the pyramid sensor is 5 kHz, therefore, the entire tracking loop operates

at that rate (5, 9).

2.2.2.1 CSM. As previously mentioned, the CSM has high dynamic range

and low bandwidth; therefore, the CSM compensates for low-frequency tilt/tip distur-

bances. The CSM exhibits a very lightly damped response to a step input. To correct

this undesirable response, a cage loop was designed around the CSM. The cage loop was

designed by Dr. James Brown at the SOR and is made up of pure integrators augmented to

the mirror’s inputs and a Linear Quadratic Gaussian / Loop Transfer Recovery controller.

The CSM and its cage loop together are considered as the CSM plant for this research and

are described in more detail in the next chapter (5).

2.2.2.2 FSM. The FSM has low dynamic range and high bandwidth;

therefore, the FSM compensates for higher-frequency tilt/tip disturbances. The FSM

has built-in electronics that act as a cage loop to condition the dynamics of the mirror.

The FSM and its built-in electronics together are considered as the FSM plant for this

research. The magnitude of the FSM plant’s frequency response consists of several steep

rises and falls at the higher frequencies. The peaks indicate that the plant has high-
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frequency oscillations, and the dips are the result of the electronics attempting to damp

the oscillations. Depending on the fit to the experimental frequency response, the resulting

transfer function used in linear modeling may in fact represent an unstable plant. Even if

the transfer function represents a stable plant, the zeros are in the right-half plane and the

poles are very close to the imaginary axis and could easily be pushed into the right-half

plane by an improperly designed control system causing the system to be unstable. The

characteristics of the FSM are discussed further in the next chapter (5).

2.3 Optimal Control Techniques

2.3.1 Optimal Control Description. In a basic sense, optimal control requires

the development of a control law for a particular plant that provides the best possible

performance. In order to know when the best possible performance has been attained,

some type of measure of performance must be developed. Often the measure of performance

comes from a cost function. A cost function can be dependent on the plant, test conditions

(such as initial conditions and disturbance inputs), and the control law. The plant and test

conditions do not change for a given problem; therefore, the control law can be iteratively

designed with the goal of minimizing a particular cost function. The optimal control law

is the one that minimizes the cost function. It is the optimal control with respect to that

particular cost function; therefore, it is very important to develop a cost function that

accurately reflects the overall design requirements (8).

2.3.2 Linear Quadratic Gaussian Control with Loop Transfer Recovery. The Lin-

ear Quadratic Gaussian (LQG) control design technique provides an optimal solution to

the control problem consisting of a linear plant and measuring device model, a quadratic

cost function, random initial conditions, white Gaussian noise inputs, and noisy measure-

ments. The use of a quadratic cost function provides for the ability to find the optimal

control law with a reasonable amount of effort from the designer. The basic LQG controller

consists of a Kalman filter and a Linear Quadratic Regulator (LQR) in cascade. What

makes LQG design so attractive is that it follows the separation principle: the LQR and

Kalman filter can each be designed separately, entirely independent of each other.
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The LQR control design technique provides an optimal solution to the control prob-

lem consisting of a linear plant model, a quadratic cost function, initial conditions, and mea-

surements of the entire state (measured perfectly). The optimal control is found through

the minimization of the cost function, which yields the optimal feedback gain matrix. The

state vector, x, is multiplied by the negative of the feedback gain, Gc, to give the optimal

control inputs, u, as (8)

u = −Gcx

LQR guarantees a minimum degree of stability robustness (assuming perfect access to

the entire state). The concepts of LQR design can easily be extended to the Stochastic

Regulator (SR) which accounts for random initial conditions and random white noise

disturbance inputs. The cost function for the SR differs from that of the LQR due to

the stochastic components involved; however, the SR’s cost function remains quadratic. It

turns out that the optimal feedback gain matrix of the LQR also minimizes the SR’s cost

function.

Given a noisy measurement(s) and any known inputs to the plant, a Kalman filter

provides estimates of the states, x̂, for the LQR when the states cannot be measured

perfectly and entirely, which is often the case. The state estimates from the Kalman filter

are optimal in that the mean square estimation error has been minimized.

So within the LQG design, the LQR (in the form of an SR) provides the optimal

control law, based on the cost function. The optimal feedback gain matrix is attained from

minimization of the cost function. The Kalman filter provides optimal estimates of the

states, which are used with the optimal gain matrix in the LQR control law to determine

the optimal control inputs given by

u = −Gcx̂

Therefore, LQG design can be used for many control applications with the major limita-

tions being that the plant model must be linear and driven by white Gaussian noise. LQG

design is typically very robust, but it is not guaranteed to have good robustness as when

designing an LQR alone. To retain much of the robustness from the LQR, the LQG con-
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troller can be modified using Loop Transfer Recovery (LTR). The LTR method is meant

to asymptotically recover the robustness to input-multiplicative perturbations (in terms

of the stability margins) normally guaranteed by the LQR. Once LTR is implemented,

the controller becomes suboptimal at nominal design conditions due to the modification

of the original LQG design (the cost is no longer completely optimized). Thus the LTR

design results in a compromise between performance (optimal performance was gained by

the LQG design) and robustness (8).

The LQG/LTR theory just presented is meant to be an overview and will be devel-

oped in greater detail in the next chapter.

2.3.3 H∞. A counterpart to LQG design is the H∞ controller. The H∞ control

design technique uses partial state measurements corrupted by noise to provide the optimal

or sub-optimal control with respect to the system infinity norm as a cost function (8).

Like LQG, the H∞ design generates a controller based on the feedback of all states and

an estimator. However, the H∞ feedback controller is referred to as a full information

controller since the disturbance input, which does not have to be white noise, is included

in the design model. Furthermore, by adding the disturbance to the design model, H∞

controller dimension can increase significantly above that of the original plant. The H∞

estimator is fundamentally different from the Kalman filter in two ways (8). First, the

H∞ estimator minimizes the ∞-norm (cost function) of the gain between a set of input

disturbances and the estimation error. Therefore, the H∞ estimator minimizes the worst-

case gain, whereas the Kalman filter minimizes the mean square estimation error. Secondly,

the Kalman filter can estimate any linear combination of the states from the individual

state estimates since minimum mean square error estimation possesses the property of

linear operations; however, minimal ∞-norm estimation does not possess this property,

and it estimates the output of the plant. As a result of the latter remark, the H∞ estimator

gain depends on the linear combination of the states being estimated. Therefore, within the

overall H∞ output feedback controller design, it is more appropriate to estimate the desired

control input. The H∞ controller structure does not benefit from the separation principle

since the estimator is dependent on the full information controller design. Analogous to the
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use of LTR in LQG design, different types of perturbations (such as input-multiplicative)

can be added to the H∞ controller design to increase robustness. However, the resulting

design may still be sensitive to unmodeled perturbations unlike LQG/LTR which has

guaranteed asymptotic robustness properties (8).

2.3.4 Implemented Controller Design Technique. In this research, the LQG/LTR

design methodology is implemented due to the ease of generating optimal solutions from

the quadratic cost function and the robustness that may to be attained through the LTR

methodology. Often H∞ control is used when the system specifications are in terms of

bounds on the output, which does not apply to the research being conducted. H∞ control

can be used as an alternative if the LQG control is not able to achieve all of the desired

properties; however, the H∞ controller is not guaranteed to achieve results superior to the

LQG design (8).
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III. Theory and Controller Design

3.1 Atmospheric Turbulence Theory

This section presents the detailed theory of atmospheric turbulence that primarily

serves as the foundation for the simulation used to develop the wavefront tilt and tip values.

The theory is also used to develop particular aspects of the Kalman filter model within

the final LQG controller design.

3.1.1 Atmospheric Turbulence Strength. As mentioned in Chapter 2, atmospheric

turbulence is a stochastic process due to the random fluctuations in the index of refrac-

tion. The process is both spatially (three dimensionally) and temporally stochastic. The

structure function is a spatial statistic of the atmospheric turbulence and is defined by (4)

Dφ(ρ) = E (φ(ρ1)− φ(ρ1 − ρ))2 (3.1)

where φ is the phase of light propagating through the atmosphere, ρ1 is a spatial posi-

tion and ρ is a spatial distance. Atmospheric turbulence is statistically homogenous and

isotropic (spatially), meaning that the moments are invariant to translation and rotation,

making Dφ as a function of only the scalar ρ valid. The structure function can also be

written as (14)

Dφ(ρ) = 2.91k
2ρ5/3

hmax

hmin

C2n(h)dh (3.2)

where k = λ
2π (λ is the wavelength of the light), h is altitude, and C

2
n(h) is the index of

refraction structure constant. In this research, C2n(h) is defined by the Hufnagel-Valley

(H-V) model (4):

C2n(h) = 0.00594(
v

27
)2(10−5h)10e−h/1000 + 2.7(10−16)e−h/1500 + 1.7(10−14)e−h/100 (3.3)

where v is the average wind speed throughout the atmosphere. The value of C2n(h) is essen-

tially zero when h > 30km. Another parameter used to define the strength of atmospheric

turbulence is the Fried radius r0, defined as the distance ρ at which Dφ(ρ) = 2(2.15/3)
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which results in

r0 = 2.1 1.46k2
hmax

hmin

C2n(h)dh

−3/5
(3.4)

The Fried radius represents the aperture radius beyond which a larger aperture size pro-

vides no improvement in resolution (14). The Fried radius decreases with stronger tur-

bulence. Atmospheric turbulence can also be defined by the von Karman Power Spectral

Density (PSD) Φn in terms of the spatial frequency κ (4):

Φn(κ) = 0.4916693r
−5/3
0

e−(κ/κm)2

(κ2 + κ20)
11/6

(3.5)

where κm = 5.92
l0
and κ0 =

1
L0
. The constants, L0 and l0, are called the outer scale and

inner scale respectively. The inner scale is the size of a viscous fluid or "eddy", which

represents atmospheric airmass motion, at which the fluid transitions from turbulent to

stable flow. The outer scale is the eddy size above which turbulent energy is injected. The

inner scale decreases with stronger turbulence, while the outer scale increases with stronger

turbulence. A detailed discussion of the inner and outer scales is beyond the scope of this

research, but can be found in references (4) and (14).

3.1.2 Zernike Polynomials. Chapter 2 mentions that phase aberrations caused

by turbulent atmosphere can be decomposed into different modes including tilt and tip.

Phase values, φ(r, θ), on the wavefront across the entire aperture can be represented by

the sum of Zernike polynomials, Zi(r, θ), as (14)

φ(r, θ) =
∞

i=1

aiZi(r, θ) (3.6)

where (r, θ) are polar coordinates across the circular aperture with r ≤ 1, i is the individual
mode and ai is the Zernike coefficient. The phase values of the individual modes are defined

by aiZi(r, θ). As mentioned earlier, tilt and tip are modes 2 and 3, respectively, thus the

phase contribution from each is

φtilt(r, θ) = a2Z2(r, θ) (3.7)
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φtip(r, θ) = a3Z3(r, θ) (3.8)

It is important to note that the Zernike polynomials are a set of orthonormal basis func-

tions. The Zernike coefficient ai is a normally distributed random variable of mean zero

and variance unique to each mode. The Zernike coefficients for tilt and tip both have a

variance defined by

E[a2tilt/tip] = 0.448(
d

r0
)5/3 rad2 (3.9)

where d is the diameter of the aperture and r0 is the Fried radius defined by Equation

(3.4). The tilt and tip coefficients are independent of each other, therefore E[a2a3] = 0.

The tilt and tip Zernike polynomials are defined by

Z2(r, θ) = 2r cos θ (3.10)

Z3(r, θ) = 2r sin θ (3.11)

The phase contribution φtilt/tip(r, θ) from tilt or tip is centered about the center of the

aperture such that the phase values are negatively symmetric. Zernike decomposition is

useful in that the phase contribution from a single mode can be extracted from the total

phase resulting from the sum of all contributing modes. Since the Zernike polynomials are

orthonormal, the coefficients can be found by projections

ai = W (α)φ(
d

2
α, θ)Zi(α, θ)dα (3.12)

where α = r
d/2 andW (α) is an aperture weighting function normalized such that W (α)dα =

1. The use of α enables Equation (3.12) to be used with any size aperture. Therefore, the

contribution from tilt or tip can be extracted from an aberrated wavefront resulting from

many modes of aberration.

3.1.3 Greenwood Frequency. A parameter that provides an indication of how

quickly the turbulence changes over time is called the Greenwood frequency, fG, described

by (17)

fG = 2.31λ
−6/5

hmax

hmin

C2n(h)v
5/3 (h)dh

3/5
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where v(h) is the wind speed as a function of altitude, and hmax and hmin are the maximum

and minimum altitudes, respectively, of the atmospheric region of interest. In this research,

an average wind speed over all altitudes is used (as stated in Section 1.2); therefore, the

equation simplifies to

fG = 0.43(
vavg
r0
) (3.13)

using the definition of r0 in Equation (3.4).

3.2 LQG Theory

This section presents the detailed theory of LQG control synthesis that serves as the

foundation for the specific controller designed in this research. In the following subsections,

the theory is presented for each component of an LQG controller.

3.2.1 LQR. As mentioned earlier, the LQR controller provides an optimal solu-

tion to the deterministic control problem consisting of a linear plant model, a quadratic

cost function, initial conditions, and measurements of the entire state. The dynamics of

the controlled plant are modeled by a linear dynamics differential equation of the form

ẋ(t) = Ax(t) +Bu(t)

where x(t) is the state vector, u(t) is the input vector representing inputs to the plant, A

is the plant matrix, and B is the input matrix. The output of the plant is modeled by the

output equation

y(t) = Cx(t)

where y(t) is the output vector and C is the output matrix. The measurements provided

to the LQR are modeled by the measurement equation

z(t) =Hx(t)

where z(t) is the measurement vector and H is the measurement matrix. In the case

of the LQR, H = C = I (where I is the identity matrix) since the measurements are of
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the entire state. The matrices A, B, C, and H are all constant-valued since attention

will be restricted to time-invariant systems only, though LQG control is not restricted to

time-invariant systems. The model equations just presented are state-space equations and

can be developed from the transfer function of the plant. The plant dynamics equation is

propagated forward from the initial condition x(0) = x0. The quadratic cost function to

be minimized is (8)

J(x(t),u(t)) =
1

2
xT (tf )Xfx(tf ) +

1

2

tf

0
(xT (t)Wxxx(t) + u

T (t)Wuuu(t))dt (3.14)

subject to the initial condition x(0) = x0. The matrixWxx is the state weighting matrix,

Wuu is the control weighting matrix, and Xf is the state weighting matrix at the final

time. Both Wxx and Xf are positive semidefinite and Wuu is positive definite. The

weighting matrices can be diagonal matrices that determine the importance of driving

each state to zero (in the case ofWxx and Xf ) and the level of control input (in the case

of Wuu). The first term in Equation (3.14) represents the cost or penalty obtained by

failing to drive the state vector to zero at the final time, tf . The second term represents

the penalty accumulated over time from zero to tf obtained by failing to drive the state

vector to zero during this time interval and the penalty obtained by exerting control during

the same interval. The optimal control to apply to the plant at time t is the u(t) vector

that minimizes the cost function. This is a constrained optimal control problem, with the

dynamics state equation providing a family of constraint equations. The optimal control is

unique to a particular cost function such that ifWxx, Xf , and/orWuu are altered, then

the optimal control in general will change. Therefore, it is important to determine the best

cost function to use for a given control problem.

One technique to develop the expression for the optimal control is through the use

of the Hamiltonian system. The optimal control problem just described can be converted

to an unconstrained problem through the use of Lagrange multipliers to augment the cost

function (8). Solving for the optimal control input from the augmented cost function

and applying it to the original plant state-space dynamics model results in an augmented

state-space system called the Hamiltonian system. The Hamiltonian equations provide a
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set of necessary and sufficient conditions to determine the control that minimizes the cost

function. The optimal control is (8)

u(t) = −W−1
uuB

TS(t)x(t) = −Gc(t)x(t)

where S(t), called the matrix of proportionality, is completely determined from the state

transition matrix of the Hamiltonian system (8). The optimal feedback gain matrix, Gc(t),

is given by

Gc(t) =W
−1
uuB

TS(t)

Note that S(t) is the matrix of proportionality between the costate and the state. The

costate can be found by solving the homogeneous Hamiltonian state equation which yields

s(t) = S(t)x(t) where s(t) is the costate. As mentioned earlier, S(t) is determined by the

Hamiltonian state transition matrix. However, determining this state transition matrix is

typically very difficult. Therefore, S(t) can alternatively be found by solving the nonlinear

Riccati differential equation generated by taking the derivative of s(t)

Ṡ(t) = −S(t)A−ATS(t)−Wxx + S(t)BW
−1
uuB

TS(t) (3.15)

backward in time from the final condition, S(tf ) = Xf .

3.2.1.1 Steady-State LQR. The optimal feedback gains experience tran-

sients over a period of time close to the final time, but reach steady-state values as time

is propagated backward from the final time. When the LQR controller is operated for a

period of time longer than the transient time, then the steady-state gain values are often

adequate for all time. Depending on how long the operation time is compared to the

transient time, overall system performance may be degraded when using the steady-state

gains. The designer must decide if the degree of degradation is acceptable. Using the

steady-state gain matrix simplifies the controller implementation, since only one compu-

tation of the gain matrix needs to be performed, rather than computing and storing the

gains at each sample time. In the steady-state case, the following cost function can be
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used (8):

J̄(x(t),u(t)) =
1

2

∞

0
(xT (t)Wxxx(t) + u

T (t)Wuuu(t))dt

subject to the initial condition x(0) = x0. The Xf term is no longer included since the

final state is not important (the final time is never reached, nor is the terminal transient).

The steady-state optimal gain matrix is found by minimizing this cost function. The

equation for the steady-state optimal control is identical to the time-varying case except

that the matrix of proportionality and the gain matrix are no longer time-varying as shown

in Equations (3.16) to (3.18):

u(t) = −W−1
uuB

T S̄x(t) = −Ḡcx(t) (3.16)

Ḡc =W
−1
uuB

T S̄ (3.17)

S̄ is the solution to the steady-state version of Equation (3.15) which is

S̄A+AT S̄− S̄BW−1
uuB

T S̄+Wxx = 0. (3.18)

A time-invariant closed-loop system results from using the steady-state LQR controller.

The state equation of the closed-loop system is

ẋ(t) = Ax(t) +B(−Ḡcx(t)) = (A−BḠc)x(t)

Therefore, the closed-loop poles are found by solving the characteristic equation

det(sI−A+BḠc) = 0

and these poles provide insight regarding stability and performance.

3.2.1.2 Stochastic Regulator. The Stochastic Regulator (SR) accounts for

random initial conditions and random white noise disturbance inputs. Therefore, the plant
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dynamics equation is now

ẋ(t) = Ax(t) +Bu(t) +Gw(t) (3.19)

where w(t) is a zero-mean white Gaussian dynamics noise vector (input disturbance) of

strength Q:

Q(t) = E w(t)wT (t+ τ) = Qδ(τ) (3.20)

and G is the constant-valued plant white Gaussian noise (WGN) matrix. The initial

condition vector x0 is zero-mean and has the correlation matrix

Γx(0) = E[x(0)x
T (0)]

The WGN input can represent a physical input noise or can be incorporated to account

for inaccurate modeling when the plant model does not exactly represent the true plant

dynamics, or both. Due to the stochastic components, the cost function for the SR is now

represented as an expected value expression (8):

JSR(x(t),u(t)) =
1

2
E xT (tf )Xfx(tf ) +

tf

0
(xT (t)Wxxx(t) + u

T (t)Wuuu(t))dt

The optimal feedback gain matrix of the LQR also minimizes the SR’s cost function (8, 11).

Similarly, the steady-state SR gain matrix is identical to the steady-state LQR gain matrix

with the cost function given by

J̄SR(x(t),u(t)) =
1

2
E lim

tf→∞
1

tf

tf

0
(xT (t)Wxxx(t) + u

T (t)Wuuu(t))dt

where 1
tf
is a normalizing constant used to ensure the cost function is finite.

3.2.1.3 Discrete-Time Implementation. The theory presented thus far de-

scribes a continuous-time LQR; however, the controller is typically implemented using a

sampled-data or discrete-time design. The continuous-time plant model must be discretized
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as an equivalent discrete-time system resulting in the following model (12):

x(ti+1) = Φ(ti+1, ti)x(ti) +Bdu(ti) +wd(ti) (3.21)

z(ti) =Hx(ti)

where H = C = I, and Bd and wd are defined by

Bd =
ti+1

ti

Φ(ti+1, τ)Bdτ (3.22)

E [wd(ti)] = 0 (3.23)

E wd(ti)w
T
d (ti) = Qd =

ti+1

ti

Φ(ti+1, τ)GQG
TΦT (ti+1, τ)dτ (3.24)

E wd(ti)w
T
d (tj) = 0, ti = tj (3.25)

noting again the constant-valued system matrices and assuming a constant noise strength

Q. For a time-invariant system, the integrations need to be performed only once if the

sample period is constant. The state transition matrix, Φ(ti+1, ti), for a time-invariant

system is defined by Φ(ti+1, ti) = eA(ti+1−ti) which is constant for a particular sample

period (hence the time argument will be dropped from this point forward). Furthermore,

the discrete-time cost function is written as (11)

J(x(ti),u(ti)) =
1

2
E xT (tN+1)Xfx(tN+1) +

N

i=0

(xT (ti)Xx(ti) + u
T (ti)Uu(ti)) (3.26)

where X and U are given by

X =
ti+1

ti

ΦT (t, ti)WxxΦ(t, ti)dt

U =
ti+1

ti

B̄T (t, ti)WxxB̄(t, ti) +Wuu dt

and

B̄(t, ti)
t

ti

Φ(t, τ)B(τ)dτ
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The optimal control gains are determined from

Gc(ti) = [U+B
T
dKc(ti+1)Bd]

−1[BTdKc(ti+1)Φ] (3.27)

where Kc(ti+1) is the solution to the backward Riccati difference equation

Kc(ti) = X+Φ
TKc(ti+1)Φ− [ΦTKc(ti+1)Bd][U+B

T
dKc(ti+1)Bd]

−1[BTdKc(ti+1)Φ]

(3.28)

subject to Kc(tN+1) = Xf , and the optimal control input is

u(ti) = −Gc(ti)x(ti)

The equations for the steady-state solution are

J̄(x(ti),u(ti)) =
1

2
E lim

N→∞
1

tN

N

i=0

(xT (ti)Xx(ti) + u
T (ti)Uu(ti)) (3.29)

Ḡc = [U+B
T
d K̄cBd]

−1[BTd K̄cΦ] (3.30)

X+ΦT K̄cΦ− [ΦT K̄cBd][U+B
T
d K̄cBd]

−1[BTd K̄cΦ]− K̄c = 0 (3.31)

u(ti) = −Ḡcx(ti).

The discrete-time state equation of the closed-loop system resulting from the steady-state

control law is

x(ti+1) = (Φ−BdḠc)x(ti)

3.2.2 Kalman Filter. Typically, the states of a system cannot be measured

perfectly due to noise from the measurement device, and the measurements are often linear

combinations of the states. In these cases, the LQR controller cannot be used without the

aid of an observer to estimate the true value of each state for use in the control algorithms

(8). A Kalman filter is an observer that estimates the states by minimizing the mean

square estimation error, E (x(t)− x̂(t))2 , where x̂(t) is the state estimate. The mean
square estimation errors of a state vector make up the elements of the error covariance
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matrix P(t) (12):

P(t) = E (x(t)− x̂(t))(x(t)− x̂(t))T |Z(t)

where Z(t) is a vector containing actual measurement values obtained up to the current

time, t. The Kalman filter uses the plant dynamics equation, the measurement model

equation, the statistics of the uncertainties, and the actual measurement values to compute

the optimal state estimates. The following discussion will pertain to the linear Kalman

filter based on the assumptions of a linear system model driven by additive WGN.

The linear plant dynamics model is described by Equations (3.19) to (3.20). The

initial condition vector x0 is modeled as a normally distributed random vector with mean

E[x0] = x̂0 and covariance E (x0 − x̂0)(x0 − x̂0)T = P0. The linear measurement model

is

z(ti) =Hx(ti) + v(ti)

where z(ti) is the measurement vector and v(ti) represents the measurement noise assumed

to be a zero-mean white Gaussian noise vector of covariance:

R(ti) = E v(ti)v
T (ti) (3.32)

The plant dynamics model can be written in discrete-time via Equations (3.21) to (3.25).

For the purpose of this research, the initial condition, dynamics noise, and measurement

noise are assumed independent of each other.

The Kalman filter uses the present and all past measurements in generating the state

estimates. Therefore, the state estimates are conditioned on the complete measurement

history. The objective of the Kalman filter is to propagate the optimal estimate from time

t+i−1, just after the measurement is incorporated into the estimate at time ti−1, to t
−
i , the

time just prior to the next measurement being provided to the filter, and finally, to the

time, t+i , just after the next measurement is incorporated. The estimate generation can be

broken up into two parts: a time propagation from t+i−1 to t
−
i , and a measurement update
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from t−i to t
+
i . The time propagation difference equations are (12)

x̂(t−i ) = Φx̂(t
+
i−1) +Bdu(ti−1) (3.33)

P(t−i ) = ΦP(t
+
i−1)Φ

T +Qd (3.34)

The measurement update equations are

x̂(t+i ) = x̂(t
−
i ) +K(ti)[z(ti)−Hx̂(t−i )] (3.35)

P(t+i ) = P(t
−
i )−K(ti)HP(t−i ) (3.36)

K(ti) = P(t
−
i )H

T [HP(t−i )H
T +R]−1 (3.37)

where K(ti) is the Kalman filter gain matrix and the measurement noise covariance R is

assumed to be constant.

3.2.2.1 Steady-State Kalman Filter. If the system model is time-invariant

(A, B, G, and H are constant) and the statistics are stationary (Q and R are constant),

then P and K experience an initial transient period followed by a convergence to steady-

state values. Thus, if the system is operated for a time longer than the transient time

period, then the steady-state Kalman filter could be used as an approximation for all time

assuming any performance degradation during the transient period is deemed acceptable.

As in the case of using the steady-state LQR, use of the steady-state Kalman filter simplifies

the implementation by reducing computation time. A Riccati difference equation used to

solve for the steady-state covariance can be formed by finding P(t+i−1) in Equation (3.34)

from Equation (3.36) resulting in

P(t+i−1) = P(t
−
i−1)−K(ti−1)HP(t−i−1) (3.38)

Substituting Equation (3.37) with ti replaced with ti−1 into Equation (3.38) for K(ti−1)

gives

P(t+i−1) = P(t
−
i−1)−P(t−i−1)HT [HP(t−i−1)H

T +R]−1HP(t−i−1) (3.39)
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Substituting Equation (3.39) for P(t+i−1) in Equation (3.34) results in

P(t−i ) = Φ[P(t−i−1)−P(t−i−1)HT [HP(t−i−1)H
T +R]−1HP(t−i−1)]Φ

T +Qd

= ΦP(t−i−1)Φ
T −ΦP(t−i−1)HT [HP(t−i−1)H

T +R]−1HP(t−i−1)Φ
T +Qd

Performing matrix algebra, ignoring all time arguments for convenience, and setting the

equation equal to zero produces the steady-state Riccati difference equation for P̄ (the

steady-state value of P(t−i ):

ΦP̄Φ
T −ΦP̄HT

[HP̄H
T
+R]−1HP̄ΦT +Qd − P̄ = 0 (3.40)

From Equation (3.37), the steady-state Kalman filter gain matrix is

K̄ = P̄H
T
[HP̄H

T
+R]−1 (3.41)

3.2.3 LQG/LTR. As mentioned in Chapter 2, the LQG control design technique

provides an optimal solution to the control problem consisting of a linear plant model, a

quadratic cost function, random initial conditions, white Gaussian noise inputs, and noisy

measurements. The LQG controller consists of a Kalman filter cascaded with an LQR (in

the form of an SR), and the two components can be designed independently due to the

separation principle (8, 11). The optimal control input provided to the plant is determined

by minimizing the cost function described by Equation (3.26) or (3.29) with x(ti) replaced

with x̂(t+i ), the state estimates provided by the Kalman filter, resulting in

JLQG(x̂(t
+
i ),u(ti)) =

1

2
E x̂T (t+N+1)Xf x̂(t

+
N+1) +

N

i=0

(x̂T (t+i )Xx̂(t
+
i ) +u

T (ti)Uu(ti))

(3.42)

and

J̄LQG(x̂(t
+
i ),u(ti)) =

1

2
E lim

N→∞
1

tN

N

i=0

(x̂T (t+i )Xx̂(t
+
i ) + u

T (ti)Uu(ti)) (3.43)
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Therefore the optimal control law is

u(ti) = −Gc(ti)x̂(t
+
i )

or

u(ti) = −Ḡcx̂(t
+
i )

if the steady-state gains are being used, where Gc(ti) is determined by Equations (3.27)

and (3.28) and Ḡc by Equations (3.30) and (3.31).

As mentioned in Chapter 2, LTR is an attempt to recover the robustness normally

guaranteed by the LQR, but at the expense of adding to the cost and thus limiting optimal

performance of the system at design conditions. One such LTR procedure consists of adding

fictitious noise, wf (t), to the control input within the plant model used by the Kalman

filter, resulting in the new plant model (8)

ẋ(t) = Ax(t) +Bu(t) + G
... B

⎡⎢⎢⎢⎣
w(t)

· · ·
wf (t)

⎤⎥⎥⎥⎦

E

⎡⎢⎢⎢⎣
⎡⎢⎢⎢⎣
w(t)

· · ·
wf (t)

⎤⎥⎥⎥⎦ wT (t+ τ)
... wTf (t+ τ)

⎤⎥⎥⎥⎦ =
⎡⎣Q 0

0 qQf

⎤⎦
where q is a scalar and Qf is an arbitrary positive definite matrix. This procedure, in

effect, makes the control system look like an LQR asymptotically as q → ∞ by reducing

the filter’s reliance on the control input and making the filter faster so that its dynamics can

be effectively ignored. The LQR-like robustness properties can only be attained using this

procedure if the number of measurements is greater than or equal to the number of control

inputs and the plant transfer function H(sI −A)−1B is minimum phase. An alternative

LTR procedure consists of modifying the cost function’s state weighting matrix to increase

robustness (8). This procedure can be implemented when the number of measurements

is less than or equal to the number of control inputs. A measurement weighting term is
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added to the cost function as (8)

J̄LQG(x̂(t
+
i ),u(ti)) =

1

2
E lim

N→∞
1

tN

N

i=0

(x̂T (t+i )(X+qLTRH
TH)x̂(t+i )

+uT (ti)Uu(ti)) (3.44)

The value of qLTR is adjusted to attain the desired robustness. This procedure is also

restricted such that the plant transfer function must be minimum phase. However, the

two procedures just described may also work for non-minimum phase systems, but there

is no guarantee of the effectiveness of LTR in this case.

3.2.3.1 Stability. The closed loop system consisting of the LQG controller

and the plant (described by the same plant model used in the LQG design) is asymptotically

stable when both the Kalman filter and LQR designs are stable. Therefore the LQG design

is stable if the Kalman filter stability criteria and LQR stability criteria are met (reference

(11) proves that these are sufficient conditions for LQG stability).

With a time-invariant plant model (this research pertains to a time-invariant system),

an LQR system is stable if the plant model is stabilizable from the points of entry of u(t)

and detectable from the points of extraction of ya(t), where ya(t) is called the artificial

output and ya(t) =
√
Wxx

T
x(t), whereWxx is the state weighting matrix from the cost

function (11). A system model is stabilizable if its unstable subspace is contained in its

controllable subspace; or in other words, all unstable modes of the system (if there are

any) are controllable. The controllable subspace is defined by the controllability matrix

MC= B
... AB

... · · · ... An−1B

where n is the number of states in the plant model. The rank of MC is the number of

controllable states, therefore, in order for the system to be stabilizable, any state that

represents an unstable mode must be a controllable state. Similarly, a system model is

detectable if its unobservable subspace is contained in its stable subspace; or in other

words, all unstable modes of the system (if there are any) are observable. The observable
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subspace is defined by the observability matrix

MO=
√
Wxx

T ... AT
√
Wxx

T ... · · · ... (AT )n−1
√
Wxx

T

The rank of MO is the number of observable states, therefore, in order for the system to

be detectable, any state that represents an unstable mode must be an observable state.

The controllability and observability matrices associated with the equivalent discrete-time

model are identical to those just presented with A replaced by Φ, B by Bd, andWxx by

X:

MC= Bd
... ΦBd

... · · · ... Φn−1Bd (3.45)

MO=
√
X
T ... ΦT

√
X
T ... · · · ... (ΦT )n−1

√
X
T (3.46)

A Kalman filter is stable if the plant model is stabilizable from the points of entry of

w(t) and detectable from the points of extraction of z(t). In this case, the controllability

matrix associated with the Kalman filter is

MC= G
... AG

... · · · ... An−1G

and the observability matrix is

MO= HT ... ATHT ... · · · ... (AT )n−1HT

Finally, for the equivalent discrete-time model, replacing A by Φ, and G with Gd, the

controllability and observability matrices are

MC= Gd
... ΦGd

... · · · ... Φn−1Gd (3.47)

MO= HT ... ΦTHT ... · · · ... (ΦT )n−1HT (3.48)

3.2.4 Summary. Discussion up to this point has been limited to describing the

LQG controller as a regulator that drives the plant states to zero. However, small modi-

fications can be made to the design to yield an LQG tracker to track a desired reference
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input(s) (11). The following sections of this chapter layout the specific LQG design imple-

mented in this research.

3.3 Controller Design

Figure 3.1 outlines the main components of the general control loop. The overall plant

consists of four sub-plants: CSM azimuth axis, FSM azimuth axis, CSM elevation axis, FSM

elevation axis. As mentioned in Chapter 2, the average deflection of the wavefront of light

away from nominal at the aperture of the telescope can be broken into two components:

tilt (azimuth axis) and tip (elevation axis). Tilt and azimuth, and tip and elevation, will

be used interchangeably to describe characteristics and properties of the light, mirrors,

sensor, and controller. Tilt and tip in the context of this research describes the angular

deflection from nominal in nanoradians. Therefore, the input commands from the control

to the sub-plants (one input per sub-plant) result in an angular deflection of the mirror

about the appropriate axis. An angular deflection of k nrads by a mirror about one axis

results in inducing 2k nrads of tilt on the same axis of a wavefront propagating off the

mirror (6). However, as mentioned in Section 1.2, in this research the factor of two is

ignored so that k nrads from the mirror induces the same k nrads of tilt on the wavefront.

If the design is eventually implemented in the actual AO system, a simple gain will be

needed to account for the simplification. Figure 3.2 presents the optical path of the light

as it arrives and propagates off the steering mirrors in series. The individual outputs of

the sub-plants represent the angular deflection of the sub-plants, which corresponds to the

additional tilt and tip induced on the propagating wavefront by the mirrors (6). In Figure

3.1, the output of the CSM azimuth axis is summed with the output of the FSM azimuth

axis, and the same applies to the elevation axis. That summation represents the fact that

the wavefront propagates off the CSM and FSM in series and is equal to the total induced

tilt on the wavefront. The output of the mirrors is then summed with the tilt disturbance.

The tilt disturbance represents the actual tilt and tip present on the wavefront after the

light enters the telescope and just prior to the light propagating off the mirrors. Therefore,

the latter summation represents the tilt and tip present on the wavefront prior to reaching

the steering mirrors plus the output of the steering mirrors. The pyramid sensor provides
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Figure 3.1 Control Loop

noisy measurements of the wavefront tilt and tip after the light has propagated off the

mirrors (represented as the final output in Figure 3.1) at a 5 kHz rate, which equates to

a sample period of 0.2 msecs (6). The primary goal of the control system is to drive the

final output to zero so that the wavefront of light has no tilt and no tip after propagating

off both mirrors. This implies that the controller’s function is to ensure that the output of

the plant equals the negative of the tilt disturbance (rather than zero as is the function of

a regulator), resulting in the need for an LQG tracker. The LQG regulator can be easily

extended to take on the role of a tracker in that now the tracking error (in this case tilt

and tip) needs to be regulated to zero.

Figure 3.2 Optical Path Through the Steering Mirrors
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3.3.1 Design Parameters. Table 3.1 lists the parameters of the system and

environment used in this research. The Greenwood frequencies are provided by the SOR

as representative values for Kirtland Air Force Base (6).

Table 3.1 Design Parameters

Parameter Value
Aperture Diameter, d 3.5 meters

Wavelength of Light, λ 0.5 μm

Fried Radius, r0 5 cm

Sample Time, Ts 0.2 ms

Minimum Greenwood Frequency, fGmin 42 Hz

Average Greenwood Frequency, fGavg 88 Hz

Maximum Greenwood Frequency, fGmax 191 Hz

3.3.2 Kalman Filter Model. The pyramid sensor provides noisy measurements

of the output of the system, and the output of the system will be seen to be a linear

combination of the plant and disturbance states; therefore, a Kalman filter is designed to

be cascaded with the LQR tracker to form the LQG controller. Applying the separation

principle, the Kalman filter is designed independent of the controller, with the sole objective

of estimating the plant and disturbance states given inputs from the controller and the

pyramid sensor measurements. The following sections develop the Kalman filter model.

3.3.2.1 FSM and CSM Models. Initial linear dynamics models of the CSM

and FSM were provided by Dr. James Brown of the SOR for use in this research (6). These

transfer function models of the CSM and FSM were estimated based on frequency response

data attained experimentally, which were also provided by the SOR for this research. As

previously mentioned in Section 1.2, one CSM dynamics model was provided from the

SOR to represent the dynamics of both the azimuth and elevation axes. The actual CSM

frequency response data from each axis are shown in Figure 3.3. The data indicate that

the dynamics of the two axes are nearly identical, further justifying the use of the same

model for both axes. The frequency response data and the estimated transfer function

model are shown in Figures 3.4 and 3.5. The frequency response data are noisy near 103
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Figure 3.3 CSM Frequency Response Data

Hz and above. The model fits the data very well except near the noisy data, which cannot

be trusted. The provided transfer function is

GAz/El

CSM =
1.497E8

s3 + 1137s2 + (2.799E5)s+ 1.497E8
(3.49)

with poles and zeros shown in Table 3.2.

Table 3.2 CSM Transfer Function Poles and Zeros

CSM Poles CSM Zeros
−1006.7 None

−65.2± 380.1j

Two separate sets of FSM frequency response data were provided: one set developed

from the response of the azimuth axis and the other from the elevation axis. These two

data sets are shown in Figure 3.6 and do differ from each other in certain frequency
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Figure 3.4 Provided CSM Azimuth Model versus the Frequency Response Data
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Figure 3.5 Provided CSM Elevation Model versus the Frequency Response Data
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Figure 3.6 FSM Frequency Response Data

bands. However, one transfer function model was provided from the SOR to represent

the dynamics of both the azimuth and elevation axes. It is evident from the magnitude

plots of Figure 3.7 and 3.8 that the transfer function was developed to match the actual

dynamics of the elevation axis. To develop a more accurate model of the FSM elevation

axis, a transfer function-fitting MATLAB
R
algorithm, called invfreqs, was used (10). The

algorithm was also used to develop a more accurate model of the azimuth axis. The

algorithm provides a least-squares fit to magnitude and phase frequency response data

resulting in a transfer function of specified order (i.e., number of poles and zeros). This

function allows the allotment of different weighting to specific frequencies for the curve-fit.

This frequency weighting was particularly useful given the highly nonlinear characteristics

of the FSM at frequencies of 103 and 104 Hz. Several transfer functions were developed for

both axes using this method, varying in the number of poles and zeros. Tables 3.3 and 3.4

show comparisons of the error statistics of each transfer function relative to the frequency

response data. The mean error was calculated as the average absolute difference between

the magnitude of the modeled transfer function and the experimental magnitude across
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Figure 3.7 Provided FSM Azimuth Model versus the Frequency Response Data
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Figure 3.8 Provided FSM Elevation Model versus the Frequency Response Data
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all frequency data values provided in the data sets. The variance is centered about the

mean error as just defined. The magnitude of the transfer functions is unit-less; therefore

the mean error and variance are as well. The transfer functions labeled as number 3

Table 3.3 FSM Azimuth Transfer Function Error Statistics

FSM Azimuth Axis
Transfer Function Mean Error Variance

1. Provided Model (12th Order) 3.2146 2.7597

2. 9th Order 2.0380 3.6505

3. 10th Order 0.9825 1.1436

4. 11th Order 0.7881 0.8859

5. 12th Order 0.9545 1.0642

6. 13th Order 0.8546 1.0649

7. 14th Order 0.7837 0.7353

8. 15th Order 0.5677 0.3310

9. 18th Order 0.2773 0.1571

Table 3.4 FSM Elevation Error Statistics

FSM Elevation Axis
Transfer Function Mean Error Variance

1. Provided Model (12th Order) 0.5968 0.1685

2. 10th Order 2.1657 3.6079

3. 11th Order 0.5058 0.3119

4. 18th Order 0.2104 0.0612

(from Tables 3.3 and 3.4) were chosen based on having a low number of poles (and thus

less complexity in the eventual plant model used in the controller design) and yet still

maintaining a good level of accuracy, as compared to the higher order transfer functions.

Emphasis was placed on low order models for the selection of the transfer functions, and

the chosen transfer functions, which are able to represent all of the dynamic modes, show

the most drastic improvement over the next lowest models. Transfer function 4, in Table

3.3, could have been chosen based on drastically improved statistics over transfer function

5 and better statistics than transfer function 3; however, transfer function 3 was chosen
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due to its lower order. Figures 3.9 to 3.14 show how several of the transfer functions from

Tables 3.3 and 3.4 compare to the data. Transfer functions of lower order than the two

chosen have significantly degraded error statistics as a result of the inability to represent

all of the major dynamic modes. Both of the chosen transfer functions are lower order

than the original model provided by SOR and have better or similar error statistics.
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Figure 3.9 Azimuth Model #2
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Figure 3.10 Azimuth Model #3
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Figure 3.11 Azimuth Model #9
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Figure 3.12 Elevation Model #2
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Figure 3.13 Elevation Model #3
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Figure 3.14 Elevation Model #4

The resulting transfer functions used to model the FSM are

GAzFSM =

⎛⎜⎜⎜⎝
−2133s9 + (9.409E7)s8 − (4.606E12)s7 + (1.033E17)s6 − (2.381E21)s5

+(3.229E25)s4 − (3.088E29)s3 + (3.216E33)s2

−(1.128E37)s+ 9.767E40

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
s10 + (4.144E4)s9 + (2.433E9)s8 + (6.381E13)s7 + (1.475E18)s6

+(2.336E22)s5 + (2.217E26)s4 + (1.915E30)s3

+(1.071E34)s2 + (3.555E37)s+ 1.085E41

⎞⎟⎟⎟⎠
(3.50)

GElFSM =

⎛⎜⎜⎜⎝
−(5.193E7)s9 + (3.437E12)s8 − (1.569E17)s7 + (4.259E21)s6

−(9.141E25)s5 + (1.494E30)s4 − (1.259E34)s3 + (1.547E38)s2

−(4.776E41)s+ 4.731E45

⎞⎟⎟⎟⎠
⎛⎜⎜⎜⎝
s11 + (4.099E4)s10 + (3.581E9)s9 + (9.124E13)s8 + (3.615E18)s7

+(5.348E22)s6 + (1.137E27)s5 + (8.937E30)s4 + (8.785E34)s3

+(4.660E38)s2 + (1.574E42)s+ 5.099E45

⎞⎟⎟⎟⎠
(3.51)
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consisting of the poles and zeros listed in Tables 3.5 and 3.6 Both FSM transfer functions

Table 3.5 FSM Azimuth Axis Poles and Zeros

Poles Zeros
−4441± 33514j 12736± 27483j
−4328± 22893j 1231± 23364j
−14720 14857

−97± 8850j 470± 9797j
−7021 196± 7986j

−985± 4542j

Table 3.6 FSM Elevation Axis Poles and Zeros

Poles Zeros
−5408± 38009j 18659± 27994j
−8060± 29995j 1167± 23329j

−5243 24648

−3472± 20541j 637± 9727j
−775± 4518j 307± 7931j
−157± 8659j

are nonminimum-phase since all of the zeros are in the right half of the real and imaginary

plane. The nonminimum-phase characteristic of the transfer functions may be the result

of unknown time delays present in the FSM frequency response data.

The azimuth and elevation axes of both the CSM and FSM are considered together

as the overall plant to be controlled. A state-space model of the entire plant can be formed

from the transfer functions of the mirrors. In general, the state-space model will be of the
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form

ẋPlant(t) =

⎡⎢⎢⎢⎢⎢⎢⎣
AAzCSM 0 0 0

0 AElCSM 0 0

0 0 AAzFSM 0

0 0 0 AElFSM

⎤⎥⎥⎥⎥⎥⎥⎦xPlant(t)

+

⎡⎢⎢⎢⎢⎢⎢⎣
BAzCSM 0 0 0

0 BElCSM 0 0

0 0 BAzFSM 0

0 0 0 BElFSM

⎤⎥⎥⎥⎥⎥⎥⎦u(t) (3.52)

y(t) =

⎡⎣CAzCSM 0 CAzFSM 0

0 CElCSM 0 CElFSM

⎤⎦xPlant(t) (3.53)

Notice that coupling between the sub-plants is present in Equation (3.53). The transfer

functions are converted to the standard controllable state-space model. The matrices

of the standard controllable model contain individual elements equal to the polynomial

coefficients of the CSM and FSM transfer functions in Equations (3.49), (3.50), and (3.51).

The coefficients of the FSM transfer functions have extremely large orders of magnitude in

variation (up to 40 orders of magnitude) that are present in the standard controllable model

matrices. To avoid potential numerical problems in simulation and implementation, the

state-space system was put into a modified Jordan canonical form by the transformation

equations (13)

Acanonical = T
−1AT

Bcanonical = T
−1B

Ccanonical = CT

Dcanonical = D

The columns of T are the real and imaginary parts of the complex eigenvectors of A. The

modified Jordan canonical form results in real-valued system matrices, despite the complex
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eigenvalues of A, with much lower elemental magnitude differences than the standard

controllable model matrices (see Appendix A.1.1).

3.3.2.2 Tilt Disturbance Model. The actual tilt and tip on the wavefront

induced by the turbulent atmosphere is modeled using a shaping filter driven by WGN.

This is well represented by an exponentially time-correlated process model, so the shaping

filter is a first order lag driven by zero-mean WGN of strength Qdisturb. The output of the

model has autocorrelation

E [xdisturb(t)xdisturb(t+ τ)] = σ2e−|τ |/T

where xdisturb is the tilt (or tip), σ2 is the variance of the tilt (or tip), and T is the

correlation time of tilt (or tip). This model is an approximation of the tilt/tip stochastic

process, but is applicable since the tilt/tip disturbance process is zero-mean, of a certain

variance, and time-correlated in an approximately exponential fashion. The state equation

of the model is

ẋdisturb(t) = Adisturbxdisturb(t) +wdisturb(t)

where xdisturb(t) is a vector of two states, tilt and tip, wdisturb(t) is zero-mean WGN of

strength

Qdisturb =

⎡⎣2σ2tiltTtilt
0

0 2
σ2tip
Ttip

⎤⎦
and

Adisturb=

⎡⎣ −1
Ttilt

0

0 −1
Ttip

⎤⎦ (3.54)

This model is based on prior research performed by David Anderson and Mark Van Bokern

in which the model was used for the same purpose (3, 18). Anderson presented correlation

time values derived by Von Bokern from first-order Markov process functions that were

fit to autocorrelation data . An aperture diameter of 1.5 meters was used to develop

the autocorrelation data (rather than 3.5 meters as used in this research), however, the

correlation time values are still used as a close approximation. The correlation times are
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based on an average atmospheric wind speed of 21 m/s and are (3)

Ttilt = 0.32 sec

Ttip = 0.32 sec

thus

Adisturb=

⎡⎣−3.125 0

0 −3.125

⎤⎦
from Equation (3.54). The variance values used in the model are derived from the variance

of the tilt and tip Zernike coefficients. The variance of the Zernike coefficients is in units of

radians of phase (squared), which is converted to angular nrads (squared) by the following

procedure. The angular tilt and tip θtilt/tip is determined by

θtilt/tip =
(
2atilt/tip
2π )λ(109)

d/2
(3.55)

where atilt/tip is the tilt or tip Zernike coefficient, a2 or a3, and the scale factor of 109

converts the units from angular radians to angular nanoradians. Figure 3.15 aids in the

understanding of the following explanation of Equation (3.55). From Equations (3.7) and

(3.10), the maximum phase of tilt within the aperture is found when θ = 0 and r = 1 (the

edge of the aperture), thus

φmaxtilt = 2atilt

Similarly, the maximum phase of tip comes from Equations (3.8) and (3.11) when θ = π
2

and r = 1, resulting in

φmaxtip = 2atip

Considering that one wavelength is 2π radians of phase,
φmaxtilt/tip

2π is the number of wave-

lengths contained in the maximum phase. Therefore,
φmaxtilt/tip

2π λ is the physical distance in

meters from the nominal wavefront to the tilted wavefront at the edge of the aperture.
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Figure 3.15 Example of determining the angular tilt using 2π maximum phase

Knowing the radius of the aperture, the angular tilt and tip can be found by

θtilt/tip = tan
(
2atilt/tip
2π )λ

d/2
(3.56)

Equation (3.55) results from applying a small angle approximation, tan θsmall ≈ θsmall,

and the 109 conversion factor to Equation (3.56). The variance of the angular tilt and tip,

which is needed to define Qdisturb, is

E[θ2tilt/tip] = E

⎡⎣ (
2atilt/tip
2π )λ(109)

d/2

2
⎤⎦ = λ2(109)2

π2(d/2)2
E[a2tilt/tip] (3.57)

where E[a2tilt/tip] is the variance of the Zernike coefficient defined by Equation (3.9). Ap-

plying the parameters in Table 3.1 to Equations (3.9) and (3.57) results in

σ2tilt = 4.4056E6 nrad
2

σ2tip = 4.4056E6 nrad
2

Qdisturb =

⎡⎣2.7535E7 nrad2

sec 0

0 2.7535E7 nrad2

sec

⎤⎦
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3.3.2.3 Final Kalman Filter Form. The final Kalman filter model shown

in Equations (3.58) and (3.59) results from augmenting the plant model with the tilt

disturbance model as well as adding WGN defined by Equation (3.20) to the dynamics to

represent potential mismodeling:

⎡⎣ ẋPlant(t)
ẋdisturb(t)

⎤⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

AAzCSM 0 0 0
... 0

0 AElCSM 0 0
... 0

0 0 AAzFSM 0
... 0

0 0 0 AElFSM
... 0

· · · · · · · · · · · · · · · · · ·
0 0 0 0

... Adisturb

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎣ xPlant(t)
xdisturb(t)

⎤⎦

+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BAzCSM 0 0 0

0 BElCSM 0 0

0 0 BAzFSM 0

0 0 0 BElFSM

· · · · · · · · · · · ·
0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
u(t) +

⎡⎣ w(t)

wdisturb(t)

⎤⎦ (3.58)

z(ti) =

⎡⎣CAzCSM 0 CAzFSM 0
... 1 0

0 CElCSM 0 CElFSM
... 0 1

⎤⎦⎡⎣ xPlant(ti)
xdisturb(ti)

⎤⎦+ v(ti) (3.59)

where

Q =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

QAzCSM 0 0 0
... 0

0 QElCSM 0 0
... 0

0 0 QAzFSM 0
... 0

0 0 0 QElFSM
... 0

· · · · · · · · · · · · · · · · · ·
0 0 0 0

... Qdisturb

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

R =

⎡⎣RAz 0

0 REl

⎤⎦
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The measurement model represents the summation of the plant output and the tilt distur-

bance in each axis plus a WGN noise defined by Equation (3.32) to represent the pyramid

sensor noise. The R, QAzCSM , Q
El
CSM , Q

Az
FSM , and Q

El
FSM matrix elements have been left as

variables to be tuned iteratively during simulations to determine the values that provide

best performance. The augmented dynamics model is then discretized using Equations

(3.22) to (3.25) with a sample period of 0.2 msec, resulting in the state-space difference

equation matrices shown in Appendix A.2.1. The initial state estimate vector used is

⎡⎣ x̂0Plant(t)
x̂0disturb(t)

⎤⎦ =
⎡⎣0
0

⎤⎦
The steady-state Kalman filter gain K̄ found by Equations (3.40) and (3.41), with Φ, Qd,

H, and R as just defined, is used in this design. The state estimates are determined at

each sample time by Equations (3.33) and (3.35) with Φ, Bd, H, and K̄ as just defined.

3.3.3 LQG/LTR Tracker Design. The desire is to design an LQG tracker that

provides zero-mean steady-state error while tracking a desired signal yd. This is accom-

plished through the use of a Proportional-plus-Integral (PI) LQG tracker based on the

pseudointegral of the regulation error (11). The regulation error is

yc(ti)− yd =Hx(ti)− yd

where yc is the controlled output, Hx, which represents the wavefront tilt and tip after

correction has been applied by the CSM and FSM. The desired signal is a vector of zeros,

yd = 0 0
T
, since the desired outcome is zero tilt and tip on the wavefront, and H

is from the Kalman filter model, Equation (3.59). The controller design consists of two

additional pseudointegral error states defined as

eI(ti+1) = eI(ti) + [yc(ti)− yd] = eI(ti) + yc(ti)

since yd = 0. The pseudointegral states are augmented to the discrete-time dynamics

model used by the Kalman filter to serve as the tracker’s dynamics model (the Kalman
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filter does not estimate the pseudointegral states) shown in Equation (3.60):

⎡⎢⎢⎢⎣
xPlant(ti+1)

xdisturb(ti+1)

xeI (ti+1)

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΦAzCSM 0 0 0
... 0 0

... 0 0

0 ΦElCSM 0 0
... 0 0

... 0 0

0 0 ΦAzFSM 0
... 0 0

... 0 0

0 0 0 ΦElFSM
... 0 0

... 0 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0

... Φ1,1disturb 0
... 0 0

0 0 0 0
... 0 Φ2,2disturb

... 0 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
CAzCSM 0 CAzFSM 0

... 1 0
... 1 0

0 CElCSM 0 CElFSM
... 0 1

... 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡⎢⎢⎢⎣
xPlant(ti)

xdisturb(ti)

xeI (ti)

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BAzdCSM 0 0 0

0 BEldCSM 0 0

0 0 BAzdFSM 0

0 0 0 BEldFSM

· · · · · · · · · · · ·
0 0 0 0

· · · · · · · · · · · ·
0 0 0 0

0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

u(ti) (3.60)
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The model is then written in incremental form in terms of the perturbation states as

⎡⎢⎢⎢⎣
δxPlant(ti+1)

δxdisturb(ti+1)

δxeI (ti+1)

⎤⎥⎥⎥⎦ =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΦAzCSM 0 0 0
... 0 0

... 0 0

0 ΦElCSM 0 0
... 0 0

... 0 0

0 0 ΦAzFSM 0
... 0 0

... 0 0

0 0 0 ΦElFSM
... 0 0

... 0 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0

... Φ1,1disturb 0
... 0 0

0 0 0 0
... 0 Φ2,2disturb

... 0 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
CAzCSM 0 CAzFSM 0

... 1 0
... 1 0

0 CElCSM 0 CElFSM
... 0 1

... 0 1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

×

⎡⎢⎢⎢⎣
δxPlant(ti)

δxdisturb(ti)

δxeI (ti)

⎤⎥⎥⎥⎦+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

BAzdCSM 0 0 0

0 BEldCSM 0 0

0 0 BAzdFSM 0

0 0 0 BEldFSM

· · · · · · · · · · · ·
0 0 0 0

· · · · · · · · · · · ·
0 0 0 0

0 0 0 0

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

δu(ti) (3.61)

From Equation (3.42), the cost function is

J(δx̂(t+i ), δu(ti)) =
1

2
E

⎡⎢⎢⎢⎢⎣
⎡⎢⎢⎢⎣
δx̂Plant(t

+
f )

δx̂disturb(t
+
f )

δxeI (t
+
f )

⎤⎥⎥⎥⎦
T

Xf

⎡⎢⎢⎢⎣
δx̂Plant(t

+
f )

δx̂disturb(t
+
f )

δxeI (t
+
f )

⎤⎥⎥⎥⎦ +

+
N

i=0

⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (t
+
i )

⎤⎥⎥⎥⎦
T

X

⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (t
+
i )

⎤⎥⎥⎥⎦+ δuT (ti)Uδu(ti)

⎞⎟⎟⎟⎟⎠
⎤⎥⎥⎥⎥⎦
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The matrices of Equation (3.61) are shown in Appendix A.3.1. In this research, the steady-

state control gains are used, thus the cost function from Equation (3.43) for the steady-state

control law is

J̄(δx̂(t+i ), δu(ti)) =
1

2
E

⎡⎢⎢⎢⎢⎣ limN→∞
1

tN

N

i=0

⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (ti)

⎤⎥⎥⎥⎦
T

X

⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (ti)

⎤⎥⎥⎥⎦ +
+δuT (ti)Uδu(ti) (3.62)

When the LTR technique is used, the cost function (from Equation (3.44)) is

J̄(δx̂(t+i ), δu(ti)) =
1

2
E

⎡⎢⎢⎢⎢⎣ limN→∞
1

tN

N

i=0

⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (ti)

⎤⎥⎥⎥⎦
T ⎛⎜⎜⎜⎝X+ qLTR

⎡⎢⎢⎢⎣
HT

· · ·
0

⎤⎥⎥⎥⎦ H
... 0

⎞⎟⎟⎟⎠

×

⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (ti)

⎤⎥⎥⎥⎦+ δuT (ti)Uδu(ti)

⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦ (3.63)

The significance of using the incremental form is that it contains no explicit pseudointegral

states; therefore, initialization of the states is not required as in the original form of

Equation (3.60). The steady-state PI control law for this design is

u(ti) = u(ti−1)− Ḡc

⎡⎢⎢⎢⎣
x̂Plant(t

+
i )− x̂Plant(t+i−1)

x̂disturb(t
+
i )− x̂disturb(t+i−1)

ŷc(t
+
i−1)− yd

⎤⎥⎥⎥⎦

= u(ti−1)− Ḡc

⎡⎢⎢⎢⎣
x̂Plant(t

+
i )− x̂Plant(t+i−1)

x̂disturb(t
+
i )− x̂disturb(t+i−1)
ŷc(t

+
i−1)

⎤⎥⎥⎥⎦ (3.64)

since yd = 0, where Ḡc is determined by Equation (3.30) and (3.31) using the LQG

dynamics model and cost function just presented. The X and U matrices have been left
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as variables to be tuned during simulation to determine the cost function that yields best

performance, and qLTR is tuned for the desired robustness.

The design has the zero-mean steady-state error property of a type-1 system as long

as det(Ḡc2) = 0 where Ḡc2 is a square matrix of the last two columns of Ḡc associated with

the two controlled output states (11). This can be shown from Equation (3.64), assuming

that some steady-state output of the control system is attained:

uss = uss − Ḡc1[xss − xss]− Ḡc2ycss (3.65)

where

xss =

⎡⎣ xplant
xdisturb

⎤⎦
ss

Equation (3.65) implies that Ḡc2ycss = 0, therefore ycss = 0 indicating zero-mean steady-

state error, where Ḡc1 is a matrix of the first 29 columns of Ḡc associated with the Kalman

filter model states and the subscript ss denotes a steady-state value.

3.3.3.1 Stability. This section shows that the LQG controller designed is

stable with respect to the system models of Equation (3.58), Equation (3.59), Equation

(3.61), and the cost function of Equation (3.62), based on the stability criteria presented

earlier in this chapter. The ranks ofMC andMO with respect to the LQR (MC andMO

defined by Equations (3.45) and (3.46) are

rank(MC) = 29 = nLQR − 2

rank(MO) = 31 = nLQR

where nLQR is the number of states in the LQR model. The system described by Equa-

tions (3.61) and (3.62) is stabilizable since the only two uncontrollable states are the tilt

disturbance states, which are stable modes from the first order lag shaping filter. The
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system is also detectable sinceMO is of full rank. MO is based on the weighting matrix

X =

⎡⎢⎢⎢⎢⎢⎢⎢⎣
0

... 0 0

· · · ... · · · · · ·
0

... 10 0

0
... 0 10

⎤⎥⎥⎥⎥⎥⎥⎥⎦
which is used in most of the simulations. The significance of the values chosen for X is

discussed in the next chapter.

The ranks of MC and MO with respect to the Kalman filter (MC and MO defined

by Equation (3.47) and (3.48) are

rank(MC) = 29 = nKF

rank(MO) = 29 = nKF

where nKF is the number of states in the Kalman filter model. The system described by

Equations (3.58) and (3.59) is stabilizable and detectable since MC and MO are of full

rank. The stability criteria of the LQR and Kalman filter are met, therefore, the closed-loop

system of the plant and LQG-designed PI controller is stable (at nominal conditions).

The LTR technique applied to the LQG controller design results in a modified X

matrix, depending on the qLTR value used in Equation (3.44). The modifiedXmatrix could

result in a different value for rank(MO) with respect to the LQR, however, the system is

still detectable since there are no unstable modes: the plant model poles are all in the left

half of the real and imaginary plane, and the disturbance states and pseudointegral states

are all stable. Therefore, the LQG/LTR designs presented in Chapter 4 are also stable for

any qLTR value.

3.4 Summary

This chapter presented atmospheric turbulence and LQG/LTR theory along with

the details of the LQG/LTR design developed. An LQG-based PI tracker was proposed in
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which the pseudointegral of the regulation error is regulated to zero. The next chapter de-

scribes the simulation environment, simulation results, and analysis of the tracker design’s

performance and robustness properties.
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IV. Simulation and Analysis

4.1 Simulation

4.1.1 Tilt and Tip Simulation. This simulation provides a method to develop

true atmosphere-induced tilt and tip values of the wavefront across the telescope aperture

over a particular time interval. The simulation develops a single phase screen based on

the PSD defined by Equation (3.5) at each sample time using a Fourier Series technique.

This technique is based on the conventional method of developing colored noise samples

from a known power spectral density, the frequency components of which can be chosen at

will. Each phase screen is a discretization of the phase distortion of the two-dimensional

wavefront at the telescope aperture. Each discretized phase value is associated with a

two-dimensional, (x, y), position coordinate of the aperture. Determination of the phase

screen from one sample time to the next is based on the "frozen turbulence" hypothesis

and a designated atmospheric wind speed (4). The hypothesis states that, with respect

to an observation point, the temporal variations in atmospheric turbulence due to the

dynamics of the turbulence occur much more slowly than variations resulting from motion

of the atmosphere due to wind. The time scale of variations due to atmospheric motion

is approximately one second, while the time scale based on dynamics is typically on the

order of ten seconds. The simulation produces phase screens over a time interval of one

and four seconds, making the use of the hypothesis valid. The MATLAB
R
simulation code

is presented in Appendix B.1. The code was provided by the Electrical and Computer

Engineering department of the Air Force Institute of Technology and modifications were

made to develop time-correlated phase screens (rather than independent) and to extract

the tilt and tip modes from the screens.

4.1.1.1 Short Description of Simulation Code. In general, the Fourier series

representation of the phase is

φ(x, y) =
∞

p=1

∞

m=1

cp,me
[j2π(κxpx+κymy)] (4.1)
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where cp,m is a normally distributed random variable defined by

E[cp,m] = 0

E[|cp,m|2] = ∆κxp∆κymΦn(κxp ,κym) (4.2)

where Φn(κxp ,κym) is the two-dimensional von Karmon PSD and the product, ∆κxp∆κym,

is the area of a spatial frequency region (4). The one-dimensional PSD is calculated

using Equation (3.5) for a range of frequencies spaced logarithmically so that the lower

frequencies (containing most of the power) are discretized more finely. Let a frequency

region be defined as the region between any two successive frequencies, κhigh and κlow,

where κhigh > κlow. The two-dimensional PSD can be described as the result of rotating

the one-dimensional PSD 360o about κ = 0. Let an annular region be defined as a frequency

region rotated 360o around κ = 0. Using trapezoidal integration, the two-dimensional PSD

for each annular region is determined. Within each frequency region, a frequency value

κmid is iteratively chosen such that

Φn(κmid)× areaannular region = Φ2Dnannular region

where Φn(κmid) is found from Equation (3.5), areaannular region = π(κ2high − κ2low), and

Φ2Dnannular region is the two-dimensional PSD for the annular region. Lastly, each annular

region is divided into 32 slices of equal area. Each slice is associated with a particular

angle θslice and two-dimensional PSD,

Φ2Dnslice(κmid) =
areaannular region

32
×Φn(κmid)

As just described, the two-dimensional PSD is a function of κmid and θslice, and can be

represented on a cartesian coordinate system as a function of κx and κy from

κx = κmid cos(θslice)

κy = κmid sin(θslice)
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Figure 4.1 Simplified Example of Two-Dimensional PSD Coordinate Frames

Figure 4.1 depicts the coordinate frames just described. Normally distributed, zero-mean,

unity-variance, random numbers are developed for each (κx,κy) and are multiplied by the

corresponding Φnslice(κxp ,κym). The multiplication provides the random numbers, cp,m,

with the variance of Equation (4.2) noting that ∆κxp∆κym represents the area which is

already included in Φnslice(κxp ,κym). The random numbers, frequency coordinates (κx,κy),

and discrete grid of (x, y) aperture position coordinates are used in Equation (4.1), with

the infinite upper bound on n andm replaced by the finite number of frequency coordinates

used, to determine the phase screen φscreen(x, y). The (x, y) grid values are shifted equally

in the x and y directions according to the specified wind speed to represent the atmosphere

moving across the aperture. The same random numbers are used to create each phase

screen, within a given time sequence, since the screens are time-correlated.

The tilt and tip modes of each of the phase screens are determined using Equations

(3.10) or (3.11), (3.12), and (3.7) or (3.8). The integration in Equation (3.12) is computed

as the dot product of the Zernike polynomial and the phase screen. In the simulation, the
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Zernike polynomials are developed by applying a separate (x, y) coordinate grid, normalized

by r ≤ 1, to Equations (3.10) and (3.11). Since r ≤ 1 in Equations (3.10) and (3.11) and
the aperture radius used in the simulation is 1.75 meters, the Zernike polynomial grids

have to be scaled by 1√
1.752π

before performing the dot product, which is equivalent to

W (α) in Equation (3.12). The tilt and tip Zernike coefficients are found by

atilt/tip = (Ztilt/tipscaled · φscreen)∆x∆y

where ∆x and ∆y are the x and y direction spacings between the position grid elements.

Equations (3.10) and (3.11) are used with the scaled Zernike polynomial grids to determine

the tilt and tip phase modes. Equation (3.55) is used to calculate the angular tilt and tip.

The angular tilt and tip is determined in this manner at each simulation sample time.

4.1.1.2 Simulation Parameters. Wind speeds are iteratively chosen and

used in Equation (3.3) to determine the appropriate r0 value from Equation (3.4), such

that the Greenwood frequency values attained from Equation (3.13) best match the desired

values listed in Table 3.1. Using this method, r0 is dependent on the wind speed. The

resulting r0, wind speed, and Greenwood frequency values are:

v = 5 m/s, r0 = 5.12 cm, fG = 41.95 Hz

v = 10 m/s, r0 = 5.09 cm, fG = 84.43 Hz

v = 22 m/s, r0 = 4.94 cm, fG = 191.62 Hz

To simplify calculations, r0 = 5 cm is used for each Greenwood frequency. Therefore, the

values in Table 4.1 are the actual values used in the simulation. Additional simulation

parameters include the aperture diameter, wavelength, and sample time shown in Table

3.1, as well as inner and outer scale values of l0 = 0.1 mm and L0 = 100 m. Phase screen

grid sizes are 129×129 and 65×65 for run times of 1 sec and 4 sec, respectively. The grid
size is reduced for the 4 sec run time to keep simulation time reasonable.
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Table 4.1 Tilt and Tip Simulation Parameters

v(m/s) r0(cm) fG(Hz)

5 5 43.0

10 5 86.0

22 5 189.2

4.1.1.3 Simulation Results. Table 4.2 lists the simulation scenarios and the

angular tilt and tip values attained from each scenario are shown in Figures 4.2 to 4.5.

Table 4.2 Tilt and Tip Simulation Scenarios

Scenario fG(Hz) Run Time (sec)
1 43.0 4
2 86.0 1
3 86.0 4
4 189.2 4

Comparisons of the theoretical structure function to the structure functions resulting from

the simulated phase screens are shown in Figures 4.6 to 4.9. The theoretical structure

function is

Dφ(ρ) = 2
ρ5/3

r0
2.1

5/3
(4.3)

Equation (4.3) is found by expressing Equation (3.2) in terms of r0 using Equation (3.4).

The structure function resulting from the smaller grid size is not as accurate as the struc-

ture function from the 129 × 129 grid since the aperture is discretized at larger spacing
intervals. The phase screen structure functions are determined by computing Equation

(3.1) empirically using the simulated phase screens. Samples of (φ(ρ1)−φ(ρ1−ρ))2 in the
horizontal and vertical directions from a single phase screen are averaged for each possible

ρ value (ρmin = grid spacing size, ρmax = d). The averaged values from each phase screen

are then averaged over all phase screens within a scenario for each ρ value. The MATLAB
R

code used to calculate the structure functions is included in Appendix B.1. Note that in

Figures 4.7 to 4.9 the phase screen structure functions become less accurate at larger ρ
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Figure 4.2 Scenario 1 Tilt and Tip Values
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Figure 4.3 Scenario 2 Tilt and Tip Values
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Figure 4.4 Scenario 3 Tilt and Tip Values
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Figure 4.5 Scenario 4 Tilt and Tip Values
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Figure 4.6 Scenario 1 Structure Function Comparison
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Figure 4.7 Scenario 2 Structure Function Comparison
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Figure 4.8 Scenario 3 Structure Function Comparison
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Figure 4.9 Scenario 4 Structure Function Comparison
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values. This does not necessarily indicate that the simulated turbulence is less accurate at

low frequencies; rather, it is probably due to the fact that there are not as many samples

to average for the larger ρ values. For example, (φ(ρ1) − φ(ρ1 − ρ))2 for ρmax = d can

only be sampled from one edge of the aperture to the other, whereas for ρmin there are

numerous samples within the edges of the aperture.

4.1.2 Control Loop Simulation. This simulation provides a method of analyzing

the performance of the controller design within the control loop. The simulation consists

of a Simulink
R
model in conjunction with MATLAB

R
code. The MATLAB

R
code is

used to compute the steady-state Kalman filter gain and optimal control gain based on

the discrete-time Kalman filter and LQG models presented in Chapter 3. The gains are

determined by numerically solving Equations (3.31) and (3.40). The Simulink
R
model

consists of all the control loop components and simulates the dynamics of the control loop

for a given time interval. The MATLAB
R
code is included in Appendix B.3.

4.1.2.1 Simulink
R
Model. The Simulink

R
model is shown in Figure 4.10.

The Steering Mirrors block serves as the continuous-time truth model for the azimuth and

elevation axes of the CSM and FSM and is based on the continuous dynamics model in

Equations (3.52) and (3.53) from the transfer functions in Equations (3.49), (3.50), and

(3.51). The 18th-order models of the FSM axes would be ideal to use as the truth model;

however, simulation time became unreasonable when these models were implemented. Al-

ternatively, the 10th-order FSM azimuth axis and 11th-order FSM elevation axis models

were used (the same models used in the controller design). This raises a concern of the

truth model fidelity not being high enough to depict the performance degradation due

to the use of reduced-order design models. The Kalman filter and LQG/LTR blocks are

based on the discrete-time Kalman filter and LQG models presented in Chapter 3. The

actual tilt and tip disturbance values from the tilt and tip simulation are injected into

the control loop at each sample time (0.2 msecs) through the Disturbance block in Figure

4.10. Between successive sample times, the tilt and tip values are interpolated so that

there is a continuous disturbance input. The simulation runs continuously using an ode45

(Domand-Prince) differential equation solver to determine the system dynamics. Given
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Figure 4.10 Simulink
R
Model

that the differential equation solver uses a variable step size to solve the continuous-time

system numerically, it is important to specify the sampling rate of 0.2 msecs for the dis-

crete components. The measurement of the tilt and tip disturbance and the prior control

input vector are fed to the Kalman filter at the sample times only. Therefore, the optimal

control inputs from the LQG/LTR block are only determined at each sample time and are

held constant over each sample period, while the output of the Steering Mirrors block is

solved continuously. To represent system processing time, the Integer Delay block delays

the input of the measurement to the Kalman filter by a specified number of sample periods

(varied throughout the simulations), resulting in the same delay of the optimal control

inputs to the steering mirrors. The Measurement Noise block corrupts the tilt and tip

measurements with WGN and the Saturation block represents the nonlinear characteristic

of the pyramid sensor.

4.1.2.2 Pyramid Sensor Noise and Saturation Characterization. Char-

acterization of the pyramid sensor noise and region of nonlinearity is determined from

experimental data provided by the SOR (6). The data are pyramid sensor tilt and tip

output measurement values corresponding to commanded angular tilt and tip values on a

received light beam. The data were collected by directing a light beam with commanded
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tilt and tip at the sensor and recording the sensor output. The data were collected over a

range of -2220 nrad to 2220 nrad in the azimuth axis and -1734 nrad to 1734 nrad in the

elevation axis. The experiment was repeated ten times to gain ten sensor output values

for every commanded value.

The pyramid sensor tilt and tip output values range from negative one to positive

one according to the following quad cell algorithm:

tiltsensor =
I1 + I3 − (I2 + I4)

4
i=1 Ii

(4.4)

tipsensor =
I3 + I4 − (I1 + I2)

4
j=1 Ij

(4.5)

where I is the measured intensity of the beam spot on the sensor. Figure 4.11 aids in

understanding Equations (4.4) and (4.5). For each commanded tilt and tip, the mean

Figure 4.11 Quad Cell Depiction

pyramid sensor output was determined and a linear fit was made within the linear region

of the curve of mean values. This is shown in Figures 4.12 and 4.13 along with all of the

pyramid sensor output data samples (note the different horizontal axis scales in the two

figures). The sensor exhibits a region of near-linearity beyond which the sensor saturates

and the mean curve becomes nonlinear. The output values of the quad cell sensor that

fall within the linear region can be converted to nanoradians by dividing by the slope of

the linear fit line shown in Figures 4.12 and 4.13. To characterize the noise of the pyramid

sensor, it is assumed to be zero-mean WGN with variance determined by calculating the

variance of the output data samples about the mean curve. Thus, the variance for each
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Figure 4.12 Pyramid Sensor Azimuth Axis Output Characteristics
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axis is calculated as

varsensor noise =
1

slope2
1

n

n

i=1

varoutputsi (4.6)

where n is the number of commanded tilt or tip values within the linear region, slope is

the slope of the linear fit line, and

varoutputsi =
1

m

m

j=1

(samplej −meani)2 (4.7)

where m = 10 (the number of output samples for each commanded value), samplej is

the jth output sample for a given commanded value, and meani is the average of the

output samples for a given commanded value. The sensor noise variances are listed in

Table 4.3 and are used as the WGN variance values in the Measurement Noise block of the

Simulink
R
model. Equation (4.7) provides a biased variance of the empirical noise data

Table 4.3 Sensor Noise Variance

Axis Sensor Noise Variance (nrad2)
Azimuth 7412.9
Elevation 13550

rather than the preferred unbiased variance. Therefore, the values in Table 4.3 are biased

and erroneously used in the simulation. However, using the equation for the unbiased

variance,

varoutputsi =
1

m− 1
m

j=1

(samplej −meani)2

along with Equation (4.6) produces very similar results as shown in Table 4.4 . To demon-

strate the minimal impact of using the Table 4.4 values has on the final results, Chapter 4

compares outcomes from additional simulation runs using the unbiased values to the iden-

tical runs using the biased values. The saturation values used in the Simulink
R
model
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Table 4.4 Unbiased Variance of Sensor Noise

Axis Sensor Noise Variance (nrad2)
Azimuth 7564.1
Elevation 13827

were approximated visually from Figures 4.12 and 4.13 as

satAz =
±0.30

9.91E − 4 ≈ ±303 nrad (4.8)

satEl =
±0.35

7.91E − 4 ≈ ±443 nrad (4.9)

where 9.91E− 4 is the slope of the azimuth linear fit line and 7.91E− 4 is the slope of the
elevation linear fit line. The values of ±0.30 and ±0.35 were chosen as the approximate
minimum and maximum mean sensor output values of the linear regions. The MATLAB

R

code used to develop the sensor noise variances and the plots shown in Figures 4.12 and

4.13 was provided by the SOR and modified as needed (6). The code is shown in Appendix

B.2.

4.1.2.3 Simulation Cases. Tables 4.5 and 4.6 outline the different simula-

tion cases conducted to analyze the controller’s performance. Case (27) in Table 4.5 is a

baseline case simulated after analysis of the noise cases. Within each case, the elements

of Q, R, X, and U are tuned in search of the best performance possible from the con-

troller. Notice that Q is from the continuous-time Kalman filter model, therefore, Q is

tuned and then discretized. In cases that incorporate the LTR technique, qLTR is tuned to

achieve the desired robustness. In most simulation cases, fG is 86 Hz since it is the average

Greenwood frequency. Baseline cases are those that do not incorporate the pyramid sensor

noise in order to gain performance results under the most nominal conditions. Most of

the cases with the delay turned on consist of multiple simulations using several different

delay times. Delay times are chosen to test the control system under extreme conditions;

therefore, the larger delays are not necessarily representative of the actual control loop. In

Case (1), the tilt disturbance values are also used as the tip disturbance values to compare

4-15



Table 4.5 Baseline Simulation Cases (Acq = Acquisition, Sat = Saturation)

Case Run fG (Hz) Pyramid Acq Tiltdisturb = Delay Sat LTR
Time Sensor Tipdisturb
(sec) Noise

1 1 86 No No No No No No
2 1 86 No Yes No No No No
3 1 86 No No Yes No No No
4 1 86 No Yes Yes Yes No No
5 1 86 No No No No Yes No
6 1 86 No Yes No No Yes No
7 1 86 No No No Yes No No
8 1 86 No Yes No Yes No No
9 1 86 No No No Yes Yes No
10 1 86 No Yes No Yes Yes No
11 1 86 No No No Yes Yes Yes
12 1 86 No Yes No Yes Yes Yes
13 1 86 No No No No No Yes
14 1 86 No Yes No No No Yes
27 1 86 No No No Yes No No

Table 4.6 Sensor Noise Simulation Cases (Acq = Acquisition, Sat = Saturation)

Case Run fG (Hz) Pyramid Acq Tiltdisturb = Delay Sat LTR
Time Sensor Tipdisturb
(sec) Noise

15 1 86 Yes No No No No No
16 1 86 Yes Yes No No No No
17 1 86 Yes No No Yes Yes No
18 1 86 Yes Yes No Yes Yes No
19 1 86 Yes No No Yes Yes Yes
20 1 86 Yes Yes No Yes Yes Yes
21 1 86 Yes No No No No Yes
22 1 86 Yes Yes No No No Yes
23 4 86 Yes No No Yes Yes Yes
24 4 189.2 Yes No No Yes Yes Yes
25 4 43 Yes No No Yes Yes Yes
26 1 86 Yes No No No No No
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the performance of the azimuth and elevation axes subjected to identical disturbances. In

non-acquisition cases, all of the tilt and tip disturbance values are equally shifted so that

the values at the first sample time are zero. This enables evaluation of the steady-state

system as if good tracking has already been established and prevents the need for large

control inputs to the steering mirrors. The results from the non-acquisition cases serve as

the primary focus of this research in order to validate the following assumption stated in

Chapter 1.

Assumption It is assumed that the dynamics of the steering mirrors do not change based

on the size of the received inputs, although in reality the dynamics are very nonlinear in

that they differ with small versus large inputs. The dynamics corresponding to small in-

puts are used in this research for both the controller models and to represent the mirrors

in simulation (6).

All cases involving the sensor noise consist of ten Monte Carlo runs. Figures 4.14 to 4.17

show the shifted versions of Figures 4.2 to 4.5.
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Figure 4.14 Scenario 1 Shifted Tilt and Tip Values

4-17



0 0.2 0.4 0.6 0.8 1
−2000

0

2000

4000

Shifted Tilt Values for f
G

 = 86 Hz

Time (sec)

T
ilt

 (
n

ra
d

)

0 0.2 0.4 0.6 0.8 1
−6000

−4000

−2000

0

2000

Shifted Tip Values for f
G

 = 86 Hz

Time (sec)

T
ip

 (
n

ra
d

)

Figure 4.15 Scenario 2 Shifted Tilt and Tip Values
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Figure 4.16 Scenario 3 Shifted Tilt and Tip Values
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Figure 4.17 Scenario 4 Shifted Tilt and Tip Values

4.2 Analysis of Simulation Results

This section presents useful data from the simulation cases that are analyzed and

discussed to show the performance and robustness properties of the system based on dif-

ferent tuning values and cost functions in the controller design. The primary data used

to show the performance and robustness properties are the final tilt and tip values of the

wavefront of light after passing through the controlled steering mirrors. This corresponds

to the Final Output of the system as shown in Figure 4.10. As mentioned earlier, the

ultimate goal of the control system is to drive the final tilt and tip values to zero for all

time. The statistics used to evaluate controller performance are based on the absolute value

of the final tilt and tip values so that negative and positive errors are treated the same.

In the baseline simulation cases, the System Output figures display a plot of the true tilt

and tip data (–) versus time, as well as the mean absolute tilt, mean absolute tip, and

standard deviation values. The absolute true tilt and tip values are averaged over time to
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compute the mean absolute tilt and tip as

φ̄t =
1

n

n

i=1

|φi|

where φ̄t is the mean tilt or tip over time, φi is the true tilt or tip data, and n is the total

number of tilt or tip data points collected over the simulation run. The true tilt and tip

values are recorded at each integration step time of the differential equation solver since

the values result from the sum of the continuous disturbance values and continuous output

of the steering mirrors. The variance of the true tilt and tip values is

σ2t =
1

n− 1
n

i=1

(|φi|− φ̄t)
2

This variance is unbiased and centered about the mean tilt or tip. The unbiased standard

deviation is found from the variance as

σt = σ2t

In simulation cases that incorporate the pyramid sensor noise, the System Output

figures display a plot of the mean absolute true tilt and tip data (–) versus time, a plot

of the standard deviation (· · · ) above and below the mean absolute true tilt and tip values
versus time, as well as the overall mean absolute tilt/tip and overall standard deviation

values. The mean absolute true tilt and tip values are calculated at each data collection

sample time as the average over the ten Monte Carlo runs. The true tilt and tip in these

cases is collected every 0.02 msec, which is one tenth of the control loop sample time. The

mean absolute true tilt and tip is calculated as

φ̄ =
1

N

N

i=1

|φ
i
| (4.10)
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where N is the total number of Monte Carlo runs. The unbiased standard deviation about

the mean absolute tilt and tip is

σ =
1

N − 1
N

i=1

(|φi|− φ̄)2

1
2

(4.11)

and is plotted as φ̄± σ. The overall mean absolute tilt and tip is the average of the mean

absolute tilt and tip values (from Equation (4.10)) over time, and the overall standard

deviation is the average of the standard deviation values (from Equation (4.11)) over time.

The overall mean absolute tilt and tip and overall standard deviation are described by

φ̄t =
1

n

n

i=1

φ̄i

σt =
1

n

n

i=1

σi

where φ̄ is from Equation (4.10), σ is from Equation (4.11), and n is the total number of

mean absolute tilt and tip values. Additional figures are shown and described in particular

cases as needed to support the analysis.

4.2.1 Baseline Cases. All baseline cases use the actual tilt and tip disturbance

values shown in Figures 4.3 and 4.15. The following sections describe each baseline case

and display the control loop simulation results.

4.2.1.1 Cases (1) and (2). Most of the design parameter tuning is based

on these two cases. Recall, the LQG cost function is

J̄(δx̂(t+i ), δu(ti)) =
1

2
E

⎡⎢⎢⎢⎢⎣ limN→∞
1

tN

N

i=0

⎛⎜⎜⎜⎜⎝
⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (ti)

⎤⎥⎥⎥⎦
T

X

⎡⎢⎢⎢⎣
δx̂Plant(t

+
i )

δx̂disturb(t
+
i )

δxeI (t
+
i )

⎤⎥⎥⎥⎦
+δuT (ti)Uδu(ti) ]

4-21



The cost function weighting matrices, X and U, were first tuned with the off-diagonal

entries of Q and R as zero and with the following diagonal entries:

Qdiag = 1 1 1 · · · 1 2.7535E7 2.7535E7

Rdiag = 1 1

where the last two entries of Qdiag are from the disturbance model. The small values of

Qdiag were chosen since the Kalman filter dynamics model matches the truth model, and

the small values of Rdiag were chosen since the pyramid sensor noise is not present on

the measurements. Three different pairs of X and U matrices are compared here based

on performance observed from numerous tuning scenarios. The three pairs formed three

different cost functions that resulted in the best observed control system performance. The

three pairs of X and U matrices identified as subcases (a), (b), and (c) for each case are

(a) Xdiag= 0 0 0 · · · 0 10 10 Udiag= 1E0 1E0 1E4 1E4

(b) Xdiag= 0 0 0 · · · 0 10 10 Udiag= 5E3 5E3 1E4 1E4

(c) Xdiag= 0 0 0 · · · 0 10 10 Udiag= 1E4 1E4 1E4 1E4

where the off-diagonal values are zero. During the tuning process, it was discovered that

changing the nonzero Xdiag values by any order of magnitude and the Udiag values by

the same order of magnitude produces identical performance results as produced by Xdiag

and Udiag prior to the magnitude changes. Simply changing just the zero values of Xdiag

had either no effect or a detrimental effect on the performance. Therefore, the same Xdiag

values are used in each case, while the Udiag values are changed to modify performance.

The values of Xdiag were chosen to accomplish the goal of driving the final tilt and tip

values to zero. The zero values in Xdiag indicate that the plant and disturbance states are

not required to be regulated to zero to minimize the cost function, while the nonzero values

cause the regulation of the pseudointegral states to zero. The plant states are driven to

values such that the output of the steering mirrors negates the disturbance, thus driving

the pseudointegral states to zero. The Qdiag and Rdiag values were also tuned for each

cost function. The following trend was observed for each cost function: Qdiag (other than
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the two disturbance values) and Rdiag values less than those shown previously have no

effect on performance, while values greater than those worsen performance. Changing the

disturbance Qdiag values from the previous values degrades the performance.

Figures 4.18 to 4.20 show the non-acquisition final tilt and tip values and Figures 4.21

to 4.23 show the acquisition final tilt and tip values. Case (1a) shows the best performance

with the lowest mean tilt/tip and standard deviation and least initial transient amplitude

and time. Comparing Case (1b) to Case (1c), the initial transient times are very similar

while the amplitude is less in Case (1c). The smaller transient amplitude of Case (1c)

leads to a smaller standard deviation than Case (1b), but Case (1c) has greater mean

tilt/tip than Case (1b). Cases (2a) through (2c) show the same trend in the transient,

but a trend reversal in mean tilt/tip and standard deviation. Case (2c) produces the

best mean and standard deviation values. It is important to note that the mean and

standard deviation values in Case (2) are much greater than those in Case (1) due to the

large influence of the transient amplitude from larger initial tilt and tip disturbance values.

Most importantly, Cases (2a) through (2c) do show that the system is able to regulate very

large disturbances. Figures 4.24 to 4.26 display the optimal control inputs provided to the

steering mirrors from the controller for non-acquisition runs. Figures 4.27 to 4.29 display

the optimal control inputs for acquisition runs. The control input data are collected at the

sample time of the control system. In Cases (1) and (2), the amount of control input to

the CSM versus the FSM is decreased when observing subcases (a) through (c) in order.

In Cases (1a) and (2a), nearly all of the control input is to the CSM, while in Cases (1c)

and (2c) the control input to the CSM is almost equal to the input to the FSM. This trend

is appropriate since the first two values of Udiag, the control weighting on the CSM axes,

are much less than the FSM weights in Cases (1a) and (2a), and are equal to the FSM

weights in Cases (1c) and (2c). Notice that the transient trend in Cases (2a) through (2c)

is consistent with the final tilt and tip data in that Case (2a) shows much larger initial

inputs than Cases (2b) and (2c). Case (2c) displays more oscillation in the transient inputs

than Case (2b). Throughout Cases (1) and (2), the statistics for tip are greater than those

for tilt. Differences in the performance between the two axes is understandable since the

tilt and tip disturbances are not the same over the time interval. Therefore, the weaker
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Figure 4.18 Case (1a): Udiag = 1 1 1E4 1E4

performance in the elevation axis seen in Cases (1) and (2) cannot necessarily be attributed

directly to the control design.

4.2.1.2 Cases (3) and (4). The purpose of Cases (3) and (4) is to evaluate

the performance in both tilt and tip based on equal disturbance inputs, to enable a direct

comparison of the axes. The tilt disturbance in Figures 4.3 and 4.15 are used as both

the tilt and tip disturbances in the simulation. The simulated control system is based

on the same three designs used in Cases (1) and (2). Figures 4.30 to 4.32 show the non-

acquisition final tilt and tip values and Figures 4.33 to 4.35 show the acquisition final tilt

and tip values. The data show that the mean tilt and mean tip values differ by as little

as 0.001 nrad (in Case (3a)) and no more than 0.27 nrad (in Case (4c)). The standard

deviation values differ by as little as 0.001 nrad (in Case (3a)) and no more than 1.19 nrad

(in Case (4b)). Based on the data presented, the elevation axis performance is consistently

better than the azimuth performance by the range of differences stated, which is not an

overall significant difference. The mean and standard deviation values in Cases (3) and (4)
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Figure 4.19 Case (1b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.20 Case (1c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.21 Case (2a): Udiag = 1 1 1E4 1E4
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Figure 4.22 Case (2b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.23 Case (2c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.24 Case (1a): Udiag = 1 1 1E4 1E4
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Figure 4.25 Case (1b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.26 Case (1c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.27 Case (2a): Udiag = 1 1 1E4 1E4
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Figure 4.28 Case (2b): Udiag = 5E3 5E3 1E4 1E4

4-29



0 0.2 0.4 0.6 0.8 1
−2000

−1000

0

1000

2000
Azimuth Inputs to Mirrors

Time (sec)

In
pu

t (
nr

ad
)

CSM
FSM

0 0.2 0.4 0.6 0.8 1
−4000

−2000

0

2000
Elevation Inputs to Mirrors

Time (sec)

In
pu

t (
nr

ad
)

Figure 4.29 Case (2c): Udiag = 1E4 1E4 1E4 1E4

are unexpectedly different from the mean tilt and standard deviation values in Cases (1)

and (2). This is due to the simulation’s differential equation solver using slightly different

time steps which results in a slightly different interpolation of the disturbance. The plots

of the final tilt and tip in Figures 4.30 to 4.35 look visually identical to Figures 4.18 to

4.23.

4.2.1.3 Cases (5) and (6). The purpose of Cases (5) and (6) is to evaluate

the performance of the control system using saturated measurements from the pyramid

sensor based on the values in Equations (4.8) and (4.9). The results from Case (5) are

identical to Case (1), and therefore, are not shown. The results are identical since the

tilt and tip disturbance starts at zero and the control system keeps the final tilt and tip

well below the saturation values, so that none of the measurements during the simulation

are affected by the saturation levels. Figures 4.36 to 4.38 show the mean tilt/tip and

standard deviation values for Case (6). In Case (6), the mean tilt values actually improve,

but by no more than 1.2 nrad (Case (6c)). The tilt standard deviation values improve by
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Figure 4.30 Case (3a): Udiag = 1 1 1E4 1E4
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Figure 4.31 Case (3b): Udiag = 3E5 3E5 1E4 1E4

4-31



0 0.2 0.4 0.6 0.8 1

−5

0

5

Final Tilt (System Output)

Time (sec)

F
in

al
 T

ilt
 (

nr
ad

)

Mean Tilt = 1.3765 nrad σ
Tilt

 = 0.99605 nrad

0 0.2 0.4 0.6 0.8 1

−5

0

5

Final Tip (System Output)

Time (sec)

F
in

al
 T

ip
 (

nr
ad

) Mean Tip = 1.3286 nrad σ
Tip

 = 0.96301 nrad

Figure 4.32 Case (3c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.33 Case (4a): Udiag = 1 1 1E4 1E4

4-32



0 0.2 0.4 0.6 0.8 1

−600

−400

−200

0

200

Final Tilt (System Output)

Time (sec)

F
in

al
 T

ilt
 (

nr
ad

)

Mean Tilt = 8.5452 nrad σ
Tilt

 = 48.6783 nrad

0 0.2 0.4 0.6 0.8 1

−600

−400

−200

0

200

Final Tip (System Output)

Time (sec)

F
in

al
 T

ip
 (

nr
ad

) Mean Tip = 8.3177 nrad σ
Tip

 = 47.4954 nrad

Figure 4.34 Case (4b): Udiag = 3E5 3E5 1E4 1E4
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Figure 4.35 Case (4c): Udiag = 1E4 1E4 1E4 1E4
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no more than 4.45 nrad in Cases (6a) and (6c), and degrade by about 0.5 nrad in Case

(6b). The mean tip values, however, worsen by 7 (Case (6c)) to 17 nrad (Case (6a)), and

the tip standard deviation values increase by 45 (Case (6c)) to 67 nrad (Case (6b)). In

Case (6), both the tilt and tip initial measurement values are saturated due to the initial

disturbance values, but the final tilt and tip values are driven close to zero by the control

system almost as quickly as in Case (2). The reason the azimuth axis out-performs the

elevation axis is due to the larger initial tip disturbance values as shown in Figure 4.3. It

appears that the initial tilt disturbance values are not large enough for the saturation to

lengthen the transient time in the azimuth axis as it did in the elevation axis. In fact,

the tilt saturation reduced the azimuth transient amplitude, the probable cause of the

performance improvement, especially in Case (6a). Figures 4.39 to 4.41 show changes in

the transient input values from Case (2), especially in the elevation axis. Case (6a) shows

more oscillatory behavior for a longer period of time, while the initial inputs in Cases

(6b) and (6c) seem to have reduced oscillation. The inputs beyond the transient time are

identical to Case (2).

4.2.1.4 Cases (7) and (8).

One-Sample-Time Delay. The purpose of Cases (7) and (8) is to

evaluate the performance and robustness of the control system to various system delay

times. Cases (7.1) and (8.1) simulate the control loop with a one-sample time delay. For

Case (7.1), Figures 4.42 to 4.44 show the non-acquisition final tilt and tip values, while

Figures 4.45 to 4.47 show the acquisition final tilt and tip values for Case (8.1). There are

no significant performance changes in Case (7.1) compared to Case (1), only a very slight

degradation in mean and standard deviation values on the order of 0.01 nrad. As compared

to Case (2), Case (8.1a) begins to show a degradation in mean and standard deviation

values while Cases (8.1b) and (8.1c) show an unexpected improvement in performance

(Case (8.1c) shows the most improvement) due to slightly reduced transient amplitudes.

The control input plots are not shown since there are no significant changes from Case (1)

and (2). The only noticeable change in control inputs is less transient oscillation in Case

(8.1).
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Figure 4.36 Case (6a): Udiag = 1 1 1E4 1E4
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Figure 4.37 Case (6b): Udiag = 3E5 3E5 1E4 1E4
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Figure 4.38 Case (6c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.39 Case (6a): Udiag = 1 1 1E4 1E4
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Figure 4.40 Case (6b): Udiag = 3E5 3E5 1E4 1E4
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Figure 4.41 Case (6c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.42 Case (7.1a): Delay 1, Udiag = 1 1 1E4 1E4
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Figure 4.43 Case (7.1b): Delay 1, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.45 Case (8.1a): Delay 1, Udiag = 1 1 1E4 1E4
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Figure 4.46 Case (8.1b): Delay 1, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.48 Case (7.4a): Delay 4, Udiag = 1 1 1E4 1E4

Four-Sample-Time Delay. Cases (7.4) and (8.4) simulate the control

loop with a four-sample time delay. Figure 4.48 shows that Case (7.4a) resulted in an

unstable performance, and Figure 4.49 shows the corresponding control inputs. The same

unstable performance results from Case (8.4a). This controller design with cost function

described by Udiag = 1 1 1E4 1E4 was able to maintain a stable system up to and

including three sample time delays. Cases (7.4b), (7.4c), (8.4b), and (8.4c) resulted in

stable performance, and results for a time delay of five samples are shown in the next

section.

Five-Sample-Time Delay. Cases (7.5) and (8.5) simulate the control

loop with a five-sample time delay. As expected, the control weighting given by subcase

(a) resulted in unstable performance with a five-sample time delay. Figure 4.50 displays

the performance of Case (7.5b) and Figure 4.51 displays the performance of Case (7.5c).

The mean and standard deviation values in Cases (7.5b) and (7.5c) slightly increase from

Cases (7.1b) and (7.1c), but the increase in each value from the nominal Cases (1b) and
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Figure 4.49 Case (7.4a): Delay 4, Udiag = 1 1 1E4 1E4

(1c) is still less than 1 nrad. The most significant change seen in Figures 4.50 and 4.51 is

the increase in oscillation frequency and amplitude as well as settling time of the initial

transient period. The control inputs are identical to Cases (1b) and (1c), and the results of

Cases (8.5b) and (8.5c) show the same characteristics and trends as Cases (7.5b) and (7.5c)

just analyzed. It is clear that the induced latency in the feedback-control is resulting in

increased transients and effectively making the system appear more "sluggish," but stable.

Nine-Sample-Time Delay. Cases (7.9) and (8.9) simulate the con-

trol loop with a nine-sample time delay. As expected, the control weighting given by

subcase (a) resulted in unstable performance with a nine-sample time delay. Figure

4.52 shows that Case (7.9b) also resulted in an unstable performance, and Figure 4.53

shows the corresponding control inputs. The same unstable performance results from

Case (8.9b). This controller design with cost function described by subcase (b), Udiag =

5E3 5E3 1E4 1E4 , was able to maintain a stable system up to and including eight

sample time delays.
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Figure 4.50 Case (7.5b): Delay 5, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.51 Case (7.5c): Delay 5, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.52 Case (7.9b): Delay 9, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.53 Case (7.9b): Delay 9, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.54 Case (7.9c): Delay 9, Udiag = 1E4 1E4 1E4 1E4

For Case (7.9c), Figure 4.54 shows the non-acquisition final tilt and tip values and

Figure 4.55 shows the corresponding control inputs. The mean and standard deviation

values increase by only 1 to 2 nrad as compared to Case (7.5c), and increase by only 1 to

3 nrad compared to the nominal Case (1c). The control inputs remain identical to Case

(1c). For Case (8.9c), Figure 4.56 shows the acquisition final tilt and tip values and Figure

4.57 shows the corresponding control inputs. The acquisition mean and standard deviation

values increase by 58 and 68 nrad respectively for the azimuth axis, and by 172 and 245

nrad respectively for the elevation axis. In both Cases (7.9c) and (8.9c), the number and

amplitude of oscillations, as well as the settling time, cause the increase in mean and

standard deviation. The oscillation amplitude values in the elevation axis are greater than

those in the azimuth axis due to larger initial disturbance values, as shown in Figures 4.3

and 4.15, leading to the higher mean and standard deviation values in the elevation axis.

The same oscillatory transient behavior can be seen in the control inputs of Case (8.9c).
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Figure 4.55 Case (7.9c): Delay 9, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.56 Case (8.9c): Delay 9, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.57 Case (8.9c): Delay 9, Udiag = 1E4 1E4 1E4 1E4

Ten-Sample-Time Delay. Cases (7.10) and (8.10) simulate the control

loop with a ten-sample time delay. As expected, the control weighting given by subcases (a)

and (b) resulted in unstable performance with a ten-sample time delay. Figure 4.58 shows

that Case (7.10c) resulted in an unstable performance in the azimuth axis, and Figure 4.59

shows the corresponding control inputs. Performance in the elevation axis remains stable,

but the oscillations last the entire simulation time and the mean and standard deviation

increase as a result. The non-acquisition control inputs still appear the same as in Case

(1), especially the elevation inputs, although small oscillations on the azimuth axis CSM

and FSM inputs can be seen. As expected, the same type of performance occurs in Case

(8.10c) as shown in Figure 4.60. Figure 4.61 displays the acquisition control inputs with

same oscillatory behavior seen on the final tilt and tip. This controller design with cost

function described by subcase (c), Udiag = 1E4 1E4 1E4 1E4 , was able to maintain

a stable system up to and including nine sample time delays.
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Figure 4.58 Case (7.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.59 Case (7.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.60 Case (8.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.61 Case (8.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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4.2.1.5 Cases (9) and (10). The purpose of Cases (9) and (10) is to evaluate

the performance and robustness of the control system to various system delay times with

measurement saturation. The delay times and saturation values are identical to the values

used in Cases (5) through (8), so the goal of the analysis is to determine if the robustness

properties seen in Cases (7) and (8) change with the addition of measurement saturation.

Recall that no change in performance was observed in Case (5), and overall azimuth axis

performance in Case (6) slightly improved while the tip mean and standard deviation

values in Case (6) increased slightly. As in Case (5) compared to Case (1), in which the

saturation had no effect, the results from Case (9) are identical to Case (7) for all delay

times and thus are not shown. Therefore, the following sections present the results of Case

(10).

One-Sample-Time Delay with Measurement Saturation. Case (10.1)

simulates the control loop with a one-sample time delay and measurement saturation from

the pyramid sensor. Figures 4.62 to 4.64 show the acquisition final tilt and tip values and

Figures 4.65 to 4.67 show the corresponding control inputs. The results of Case (10.1) as

compared to Case (8.1) show the same trends seen in Case (6) compared to the nominal

Case (2). Compared to Case (8.1), the mean tilt and standard deviation values improve

minimally in Case (10.1a) and increase in Cases (10.1b) and (10.1c). The mean tip values

increase by 16 to 18 nrad and standard deviation values increase by 40 (Case (10.1a)) to

86 nrad (Case (10.1c)). Case (10.1c) still shows the best performance and Case (10.1a)

the worst performance. The transient characteristics induced from the time delay and

saturation are evident in Case (10) through the reduced amplitudes and extended settling

times in the final tilt/tip and control input values.

Three-Sample-Time Delay through Ten-Sample-Time Delay with Mea-

surement Saturation. These time delays are grouped together in one section due to a

common trend observed in the results. The performance in Cases (10.3) through (10.10)

actually improve compared to Cases (8.3) through (8.10) and the control system based on

each of the three controller designs now shows marginally stable performance at the delay
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Figure 4.62 Case (10.1a): Delay 1, Udiag = 1 1 1E4 1E4

0 0.2 0.4 0.6 0.8 1

−600

−400

−200

0

200

Final Tilt (System Output)

Time (sec)

F
in

al
 T

ilt
 (

nr
ad

)

Mean Tilt = 9.9346 nrad σ
Tilt

 = 54.9373 nrad

0 0.2 0.4 0.6 0.8 1
−1000

0

1000

2000

Final Tip (System Output)

Time (sec)

F
in

al
 T

ip
 (

nr
ad

) Mean Tip = 45.7398 nrad σ
Tip

 = 265.8333 nrad

Figure 4.63 Case (10.1b): Delay 1, Udiag = 3E5 3E5 1E4 1E4
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Figure 4.64 Case (10.1c): Delay 1, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.65 Case (10.1a): Delay 1, Udiag = 1 1 1E4 1E4
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Figure 4.66 Case (10.1b): Delay 1, Udiag = 3E5 3E5 1E4 1E4
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Figure 4.67 Case (10.1c): Delay 1, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.68 Case (10.3a): Delay 3, Udiag = 1 1 1E4 1E4

values noted in Case (8) that caused unstable performance. Selected data from Case (10)

are presented in the following figures to show the improved performance.

Figure 4.68 shows the final tilt and tip for Case (10.3a) and Figure 4.69 shows the final

tilt and tip for Case (8.3a) since it was not shown previously. Both axes show improvement

in mean and standard deviation, especially the elevation axis. The improvement results

from decreased transient amplitude and oscillation due to the pyramid sensor saturation.

The settling time of the transient period remains the same in both cases. The control

inputs exhibit the same characteristics and are not shown. Figures 4.70 to 4.72 show

comparisons of the results from the remaining two controller designs for particular delay

times to show the same performance trends just discussed. Figure 4.72 is compared to

Figure 4.56. Again, the performance from Case (10) improves due to the reduced oscillation

amplitude and number of oscillations, especially in the elevation axis. Figures 4.73 to

4.75 display the marginally stable performance resulting from Cases (10.4a), (10.9b), and
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Figure 4.69 Case (8.3a): Delay 3, Udiag = 1 1 1E4 1E4
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Figure 4.70 Case (10.8b): Delay 8, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.71 Case (8.8b): Delay 8, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.73 Case (10.4a): Delay 4, Udiag = 1 1 1E4 1E4

(10.10c) corresponding to the same delay times that resulted in unstable performance in

Cases (8.4a), (8.9b), and (8.10c).

4.2.1.6 Cases (11) and (12). The purpose of Cases (11) and (12) is to

evaluate the performance and robustness of the control system based on the previous

controller designs with the LTR technique described by Equation (3.63). The qLTR value

in Equation (3.63) is tuned to find the value for each of the three cost functions that

provides the best observed robustness to the time delays and saturation. In other words,

the qLTR values that kept the control system stable, while subjected to the most time

delays, were chosen. The LQG/LTR control designs are then simulated in Cases (13)

and (14) with no time delays and no saturation to evaluate the amount of performance

potentially lost in order to increase robustness. For each of the previous three LQG cost

functions, the control weighting matrices were kept the same while the state weighting

matrices were replaced by the matrices based on the chosen qLTR values. The chosen qLTR
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Figure 4.74 Case (10.9b): Delay 9, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.75 Case (10.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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values along with the corresponding control weighting matrices are

(a) qLTR = 1E3 Udiag = 1E0 1E0 1E4 1E4

(b) qLTR = 1E3 Udiag = 5E3 5E3 1E4 1E4

(c) qLTR = 500 Udiag = 1E4 1E4 1E4 1E4

The new X matrices formed by the LTR technique are shown in Appendix A.4.

The use of the LTR technique enables the control system based on each controller

design to remain stable up to one more sample time delay than in Cases (7), (8), (9),

and (10). Figures 4.76 and 4.77 show the final tilt and tip for Cases (11.4a) and (12.4a),

consisting of a four-sample time delay and saturation. The control system now remains

stable, unlike Cases (7.4a), (8.4a), (9.4a), and (10.4a). Compared to Cases (9.3a) and

(10.3a), consisting of a three-sample time delay and saturation, Case (11.4a) results in

nearly identical mean and standard deviation values and the values in Case (12.4a) improve,

especially in the elevation axis.

Figures 4.78 and 4.79 show the final tilt and tip for Cases (11.9b) and (12.9b),

consisting of a nine-sample time delay and saturation. The control system now remains

stable, unlike Cases (7.9b), (8.9b), (9.9b), and (10.9b). Compared to Cases (9.8b) and

(10.8b), consisting of an eight-sample time delay and saturation, the mean and standard

deviation values of Cases (11.9b) and (12.9b) are less, especially in Case (12.9b).

Figures 4.80 and 4.81 show the final tilt and tip for Cases (11.10c) and (12.10c),

consisting of a ten-sample time delay and saturation. The control system now remains sta-

ble, unlike Cases (7.10c), (8.10c), (9.10c), and (10.10c). The mean and standard deviation

values in Cases (11.10c) and (12.10c), especially (12.10c), are greater than the values in

Cases (9.9c) and (10.9c), which consist of a nine-sample time delay and saturation.

4.2.1.7 Cases (13) and (14). The purpose of Cases (13) and (14) is to

evaluate the performance of the LQG/LTR designs under nominal conditions of no delay

and no saturation, and compare the results to Cases (1) and (2). Figures 4.82 to 4.87

show the final tilt and tip from Cases (13) and (14). Comparing the results to Cases (1)

4-59



0 0.2 0.4 0.6 0.8 1

−5

0

5

Final Tilt (System Output)

Time (sec)

F
in

al
 T

ilt
 (

nr
ad

)

Mean Tilt = 0.51683 nrad σ
Tilt

 = 0.69575 nrad

0 0.2 0.4 0.6 0.8 1

−20

−10

0

10

20

Final Tip (System Output)

Time (sec)

F
in

al
 T

ip
 (

nr
ad

) Mean Tip = 1.2678 nrad σ
Tip

 = 3.1347 nrad

Figure 4.76 Case (11.4a): Delay 4, Udiag = 1 1 1E4 1E4
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Figure 4.79 Case (12.9b): Delay 9, Udiag = 3E5 3E5 1E4 1E4
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Figure 4.80 Case (11.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.82 Case (13a): Udiag = 1 1 1E4 1E4

and (2) demonstrates that there is no significant degradation in performance when using

the LQG/LTR designs. The mean tilt and tip values in Case (13) increase by no more

than 0.1 nrad and the standard deviation slightly decreases. The performance in Case (14)

actually improves over Case (2), with mean values that decrease by as much as 3.1 nrad

and standard deviation values that decrease by as much as 24 nrad. The control input

values are not shown since they do not differ from Cases (1) and (2).

4.2.1.8 Steering Mirror Outputs. Figures 4.88 to 4.90 show the outputs of

the CSM and FSM for Case (1). Note that the FSM tilt scaling in Figure 4.88 is much

smaller than in the other two figures since most of the control authority in Case (1a) is

given to the CSM. The control authority given by each design is evident from the decrease

in CSM tilt and increase in FSM tilt from subcase (a) to subcase (c). The more drastic

changes in FSM tilt from sample time to sample time shown in Figure 4.88 are also present

in Figures 4.89 and 4.90, but cannot be seen due to the larger scale. The elevation outputs

have the same characteristics and the plots are representative of all baseline cases.
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Figure 4.87 Case (14c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.88 Case (1a): Steering Mirror Outputs (Azimuth Axis)
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Figure 4.89 Case (1b): Steering Mirror Outputs (Azimuth Axis)
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Figure 4.90 Case (1c): Steering Mirror Outputs (Azimuth Axis)
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4.2.1.9 Summary of Baseline Results. Under nominal conditions of no time

delays and no saturation, the LQG design in subcase (a) exhibits less transient amplitude,

significantly less transient time, and better tilt/tip regulation performance than the designs

of subcases (b) and (c). However, subject to delay times of three sample periods and more,

the designs of subcases (b) and (c) are much more robust than subcase (a). The LQG

design of subcase (c) consistently results in better regulation performance than subcase

(b). Simulations with sensor saturation-only show that the transient time of the control

system slightly increases if the tilt/tip disturbance is much larger than the saturation limits;

however, performance is not affected once good tracking is established. Time delays greater

than one sample period cause a much slower regulation response from the control system,

resulting in degraded performance. Time delay response characteristics include a longer

transient time, larger transient amplitude, and much more oscillation. Performance from

subcases (c) and (b) remains stable up to and including a nine-sample time delay and eight-

sample time delay, respectively, while performance from subcase (a) remains stable up to

and including a three-sample time delay. The inclusion of pyramid sensor saturation with

time delays of three sample periods and more actually resulted in improved responses (to

disturbances much larger than the saturation limits) with much less transient oscillation

and amplitude, as if the sensor saturation acts like a low-pass filter. The application of

the LTR technique to each LQG design added robustness to one additional level of sample

time delay, and performance of the LQG/LTR designs under nominal conditions did not

significantly degrade.

4.2.2 Sensor Noise Cases. The purpose of Cases (15) to (26) is to evaluate

the performance and robustness of the control system using noise-corrupted measurements

of the tilt and tip disturbances. The pyramid sensor noise used in the simulations is

described by Table 4.3. Cases (17) to (20) and (23) to (25) consist of sensor saturation

and time delays in addition to sensor noise. Due to the minimal affect of saturation on the

control system performance, as observed in the baseline cases, saturation is included in all

simulations involving system time delays. Saturation-only and delay-time-only simulations

are not conducted. The tilt and tip values used in Cases (15) to (22), and (26), are shown

in Figures 4.3 and 4.15 based on the nominal Greenwood frequency of 86 Hz. Case (23) is

4-68



a 4 second simulation using tilt and tip values shown in Figures 4.4 and 4.16 based on a

Greenwood frequency of 86 Hz. Case (24) is a 4 second simulation using tilt and tip values

shown in Figures 4.5 and 4.17 based on a Greenwood frequency of 189.2 Hz, and Case (25)

is a 4 second simulation using tilt and tip values shown in Figures 4.2 and 4.14 based on

a Greenwood frequency of 43 Hz. The controller designs evaluated are based on the same

three cost functions presented in the baseline case.

4.2.2.1 Cases (15) and (16). The Q and R matrices were tuned starting

from the baseline values for each cost function based on performance in Cases (15) and

(16). The tuning process consisted of determining the R matrix values that provided

best performance, followed by observing whether changes in the Q matrix values had any

further impact. Since the R matrix values model the sensor noise, performance improved

as the diagonal values were increased, and the off-diagonal values remained at zero. Table

4.7 shows the Rdiag values for each subcase. The second Rdiag value in each subcase,

Table 4.7 Kalman Filter Measurement Noise

Subcase Rdiag
(a) 4E5 6E5
(b) 9E4 2E5
(c) 9E4 2E5

corresponding to the elevation axis, is larger than the first since the actual elevation axis

noise of the pyramid sensor is greater than the noise in the azimuth axis (as shown in

Section 4.1.2.2). Increasing the Rdiag values beyond those shown in Table 4.7 causes the

performance to worsen. To tune the Q matrix, the off-diagonal entries were kept as zero

while the diagonal entries were increased. As in the baseline case, performance degrades

when the disturbance Qdiag values are changed from the initial design values. Increasing

the first six values of Qdiag, which correspond to the CSM azimuth and elevation models,

degrades performance while decreasing the values has no impact. Increasing the values

corresponding to the FSM models, however, improved performance. Therefore, the Qdiag

values shown in Table 4.8 are used, where columns 1 to 6 correspond to the CSM model
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states, columns 7 to 27 correspond to the FSM model states, and columns 28 and 29 are

the WGN covariance values from the disturbance model developed in Section 3.3.2.2.

Table 4.8 Kalman Filter Dynamics Noise (Col. = Column)

Qdiag
Subcase Col. 1 to 6 Col. 7 to 27 Col. 28 and 29
(a) 1 1E7 2.7535E7
(b) 1 1E6 2.7535E7
(c) 1 1E6 2.7535E7

The purpose of Cases (15) and (16) is to evaluate the performance of the control

system using noisy measurements from the pyramid sensor. Figures 4.91 to 4.93 show the

non-acquisition final mean absolute tilt/tip and standard deviation values, and Figures 4.94

to 4.96 show the acquisition final mean absolute tilt/tip and standard deviation values.

As expected, the mean tilt and tip values in Case (15) increase from the values observed

in baseline Case (1) due to the added measurement noise. In Case (15a), the mean values

increase by as much as 20 nrad in tilt and 27 nrad in tip. Unlike the trend in baseline Case

(1), Cases (15b) and (15c) outperform Case (15a) with better mean and standard deviation

values. In Cases (15b) and (15c), the mean values increase from the Case (1) values by

13 nrad in tilt and 18 nrad in tip. Cases (15b) and (15c) show very similar performance,

comparatively, with slightly better mean and standard deviation values in Case (15c). In

Cases (15) and (16), better performance is seen in the azimuth axis, primarily due to the

higher level of sensor noise in the elevation axis that could not be overcome by tuning.

Different performance in each axis is also attributed to different sets of tilt and tip data

used. The mean values in Case (16) also increase from the values in baseline Case (2).

Like the baseline acquisition cases, the important result of Case (16) is that the system

is able to regulate very large initial disturbances. The performance trend in Case (15)

is also observed in Case (16) in which Cases (16b) and (16c) outperform Case (16a) in

terms of mean and standard deviation values. The transient periods in Case (16) have

the same characteristics seen in Case (2). Figures 4.97 to 4.99 show the optimal control

inputs provided to the steering mirrors from the controller for non-acquisition runs, and
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Figure 4.91 Case (15a): Udiag = 1 1 1E4 1E4

Figures 4.100 to 4.102 show the control inputs for the acquisition cases. It is evident that

the control system from subcase (a) does not combat the noise as well as subcases (b) and

(c). The control inputs in Cases (15b), (15c), (16b), and (16c) are very smooth and appear

much like the inputs from Cases (1) and (2), while the control inputs in Cases (15c) and

(16c) are much noisier than in Cases (1) and (2). The final tilt and tip values in Cases

(15b), and (15c) are also smoother than in Case (15c).

4.2.2.2 Cases (17) and (18). The purpose of Cases (17) and (18) is to

evaluate the performance and robustness of the control system using saturated, noisy

measurements from the pyramid sensor while subjected to various sample time delays.

One-Sample-Time Delay with Measurement Noise and Saturation.

Cases (17.1) and (18.1) simulate the control loop with a one-sample time delay and satu-

rated, noisy measurements. Figures 4.103 to 4.105 show the non-acquisition final tilt/tip

values, and Figures 4.106 to 4.108 show the acquisition final tilt/tip values. The same per-
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Figure 4.92 Case (15b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.93 Case (15c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.94 Case (16a): Udiag = 1 1 1E4 1E4
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Figure 4.95 Case (16b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.96 Case (16c): Udiag = 1E4 1E4 1E4 1E4

0 0.2 0.4 0.6 0.8 1
−5000

0

5000
Azimuth Inputs to Mirrors

Time (sec)

In
pu

t (
nr

ad
)

CSM
FSM

0 0.2 0.4 0.6 0.8 1
−5000

0

5000

10000
Elevation Inputs to Mirrors

Time (sec)

In
pu

t (
nr

ad
)

Figure 4.97 Case (15a): Udiag = 1 1 1E4 1E4
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Figure 4.98 Case (15b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.99 Case (15c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.100 Case (16a): Udiag = 1 1 1E4 1E4
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Figure 4.101 Case (16b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.102 Case (16c): Udiag = 1E4 1E4 1E4 1E4

formance trends from the baseline cases are seen in Cases (17.1) and (18.1) as compared

to Cases (15) and (16), in which the non-acquisition performance remains almost identical

while the acquisition performance worsens. The mean and standard deviation values in

Case (17) increase slightly by no more than 1.4 nrad (Case (17.1a)); though the increase

is small, the most increase is in Case (17.1a). The mean values in Case (18.1) increase

more significantly due to an increase in the time it takes the control system to drive the

initial tilt and tip to zero. The standard deviation values in Case (18.1a) decrease by no

more than 0.8 nrad, while in Cases (18.1b) and (18.1c) the values slightly increase. Unlike

Case (17), the mean values in Cases (18.1b) and (18.1c) increase more than in Case (18.1a)

such that Case (18.1a) has the best mean value in the elevation axis, however, the standard

deviation values in Cases (18.1b) and (18.1c) remain less than in Case (18.1a). The control

inputs are not shown since there are no significant changes from Cases (15) and (16).

Five-Sample-Time Delay with Measurement Noise and Saturation.

Cases (17.5) and (18.5) simulate the control loop with a five-sample time delay and satu-
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Figure 4.103 Case (17.1a): Delay 1, Udiag = 1 1 1E4 1E4
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Figure 4.104 Case (17.1b): Delay 1, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.105 Case (17.1c): Delay 1, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.106 Case (18.1a): Delay 1, Udiag = 1 1 1E4 1E4
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Figure 4.107 Case (18.1b): Delay 1, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.108 Case (18.1c): Delay 1, Udiag = 1E4 1E4 1E4 1E4
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rated, noisy measurements. Figures 4.109 to 4.111 show the mean and standard deviation

values for Case (17.5). Unlike Case (17.1), the mean values in Case (17.5) increase more

significantly, especially Case (17.5a). In Case (17.5a), the mean tilt increases by 7 nrad,

the mean tip increases by 10 nrad, and the standard deviation values increase by as much

as 7 nrad. In Cases (17.5b) and (17.5c), the mean values increase no more than 3.4 nrad

and the standard deviation values increase no more than 2.5 nrad. Case (17.5c) has slightly

better performance than Case (17.5b). The most noteworthy result of Cases (17.5) and

(18.5) is that stable performance is achieved in subcase (a), while in the baseline cases the

results showed unstable performance with a four-sample delay (Case (7.4a)). This may

be due to the different Q and R tuning parameters, or the sensor noise is contributing

constructively to the stability of the system, though less likely. Case (27) re-evaluates

some of the baseline cases using the Q and R matrices tuned for the sensor noise cases

to determine if the additional stability is due to the new tuning parameters. The control

inputs of Cases (17.5) and (18.5) are identical to Cases (17.1) and (18.1), and the results

of Case (18.5) show the same characteristics and trends as Case (18.1) in which the mean

and standard deviation values, as well as the transient period, increase.

Ten-Sample-Time Delay with Measurement Noise and Saturation.

Cases (17.10) and (18.10) simulate the control loop with a ten-sample time delay and

saturated, noisy measurements. Figures 4.112 to 4.114 display the performance in Case

(17.10), while Figures 4.121 to 4.123 show the performance in Case (18.10). All subcases

show stable performance despite results from the baseline cases which indicated unstable

performance by all three controller designs without LTR. The general trend from Cases

(17.5) and (18.5) is also seen in the following results. Cases (17.10c) and (18.10c) show the

best performance while Cases (17.10a) and (18.10a) show significant performance degrada-

tion. As compared to Case (17.5a), the mean tilt and tip values in Case (17.10a) increase

by 38 nrad and 75 nrad respectively and the tilt and tip standard deviation increases by as

much as 25 nrad and 48 nrad respectively. The performance in Cases (17.10b) and (17.10c)

also worsens, but not as severely as in Case (17.10a). The mean tilt and tip values in Case

(17.10b) increase by 6 nrad and 9 nrad, respectively, and the standard deviation increases

by no more than 6 nrad, while the mean tilt and tip values in Case (17.10c) increase by
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Figure 4.109 Case (17.5a): Delay 5, Udiag = 1 1 1E4 1E4
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Figure 4.110 Case (17.5b): Delay 5, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.111 Case (17.5c): Delay 5, Udiag = 1E4 1E4 1E4 1E4

3.3 nrad and 6 nrad, respectively, and the standard deviation increases by no more than 5

nrad. Case (18.10) shows more oscillation in an extended transient period, which causes

performance to degrade in all subcases, especially Case (18.10a), but the control system

still maintains the ability to regulate the large initial disturbance despite the latency, sat-

uration, and noise. The control inputs for Cases (17.10) and (18.10) are shown in Figures

4.118 to 4.123. The inputs maintain the same characteristics seen in all sensor noise cases

except that the initial transient period is longer.

4.2.2.3 Cases (19) and (20). The purpose of Cases (19) and (20) is to

evaluate the performance and robustness of the LQG/LTR designs, simulated with a ten-

sample time delay, sensor saturation, and sensor noise, and compare the results to Cases

(17.10) and (18.10). The objective is to determine if any benefit is gained from using the

LTR technique since the original control systems remained stable through all sensor noise

cases. The same LQG/LTR cost functions used in the baseline cases are simulated in

Cases (19) and (20). The mean tilt/tip and standard deviation values for Case (19.10) are
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Figure 4.112 Case (17.10a): Delay 10, Udiag = 1 1 1E4 1E4
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Figure 4.113 Case (17.10b): Delay 10, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.114 Case (17.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.115 Case (18.10a): Delay 10, Udiag = 1 1 1E4 1E4
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Figure 4.116 Case (18.10b): Delay 10, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.117 Case (18.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.118 Case (17.10a): Delay 10, Udiag = 1 1 1E4 1E4
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Figure 4.119 Case (17.10b): Delay 10, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.120 Case (17.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.121 Case (18.10a): Delay 10, Udiag = 1 1 1E4 1E4
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Figure 4.122 Case (18.10b): Delay 10, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.123 Case (18.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.124 Case (19.10a): Delay 10, Udiag = 1 1 1E4 1E4

shown in Figures 4.124 to 4.126. The performance in Case (19.10a) improves significantly

compared to Case (17.10a). In Case (19.10a), the mean tilt and tip values decrease by 40

nrad and 80 nrad, respectively, and the tilt and tip standard deviation decreases by 28 nrad

and 52 nrad, respectively. The high frequency oscillation present in the tilt and tip values

throughout the entire Case (17.10a) simulation is removed in Case (19.10a). The mean

tilt/tip and standard deviation values in Cases (17.10b) and (17.10c) slightly decrease by

2 nrad at most. Figures 4.127 to 4.129 show the mean and standard deviation values for

Case (20.10). The same trend in Case (19.10) is evident in Case (20.10). The transient

oscillations in Case (18.10a) are no longer present in Case (20.10a), and the transient

characteristics of Cases (20.10b) and (20.10c) do not change from Case (18). The control

inputs are identical to Cases (17) and (18), therefore, are not displayed. Subcases (b) and

(c) still outperform subcase (a).

4.2.2.4 Cases (21) and (22). The purpose of Cases (21) and (22) is to

evaluate the performance of the LQG/LTR designs under the minimal condition of sensor
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Figure 4.125 Case (19.10b): Delay 10, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.126 Case (19.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.127 Case (20.10a): Delay 10, Udiag = 1 1 1E4 1E4
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Figure 4.128 Case (20.10b): Delay 10, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.129 Case (20.10c): Delay 10, Udiag = 1E4 1E4 1E4 1E4

noise only, as in Cases (15) and (16). Baseline Cases (13) and (14) showed that performance

degradation did not occur when the LQG/LTR designs were simulated under nominal

conditions. Similarly, Cases (21) and (22) show that there is no loss of performance using

the LQG/LTR designs when sample time delays and sensor saturation are not present.

Figures 4.130 to 4.135 show the mean and standard deviation values for Cases (21) and (22).

Comparing the results to Cases (15) and (16) demonstrates that there is no degradation in

performance when using the LQG/LTR designs. The mean and standard deviation values

decrease in each case. As in Cases (19) and (20), Cases (21a) and (22a) improve the most,

but subcase (c) exhibits the best performance.

4.2.2.5 Cases (23), (24), (25). The purpose of Cases (23), (24), and

(25) is to evaluate the performance and robustness of the control system when operating

for 4 seconds and subjected to tilt/tip disturbances defined by each of the three different

Greenwood frequencies of 43 Hz, 86 Hz, and 189.2 Hz. Only the non-acquisition simulation

runs are executed since the small input performance of the system is the primary focus
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Figure 4.130 Case (21a): Udiag = 1 1 1E4 1E4
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Figure 4.131 Case (21b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.132 Case (21c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.133 Case (22a): Udiag = 1 1 1E4 1E4
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Figure 4.134 Case (22b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.135 Case (22c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.136 Case (23.5a): Delay 5, fG = 86 Hz, Udiag = 1 1 1E4 1E4

of this research. The three controller designs based on the LQG/LTR construct are used

since the prior cases have demonstrated that these designs provide the best performance

and robustness. Cases (23), (24), and (25) simulate the control loop with a five-sample

time delay, as well as sensor saturation and noise as defined earlier in this chapter.

Case (23). Case (23.5) uses tilt and tip disturbance values based on

a Greenwood frequency of 86 Hz; therefore, the case is identical to Case (17.5) except

that the simulation is performed over 4 seconds. The performance and control inputs of

Case (23.5) are shown in Figures 4.136 to 4.141. The control systems of Cases (23.5b) and

(23.5c) outperform the system of Case (23.5a) in mean and standard deviation values. The

performance in Case (23.5c) is slightly better than in Case (23.5b), but no more than 0.7

nrad separate the mean and standard deviation values in the two cases. As seen previously,

the final tilt/tip values and control inputs of Case (23.5a) are much noisier than in Cases

(23.5b) and (23.5c).
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Figure 4.137 Case (23.5a): Delay 5, fG = 86 Hz, Udiag = 1 1 1E4 1E4
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Figure 4.138 Case (23.5b): Delay 5, fG = 86 Hz, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.139 Case (23.5b): Delay 5, fG = 86 Hz, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.140 Case (23.5c): Delay 5, fG = 86 Hz, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.141 Case (23.5c): Delay 5, fG = 86 Hz, Udiag = 1E4 1E4 1E4 1E4

Case (24.5) uses tilt and tip disturbance values based on a Greenwood frequency of

189.2 Hz. Figures 4.142 to 4.147 display the performance and control inputs of Case (24.5).

The same trends observed in Case (23.5) are evident in Case (24.5). Case (24.5a) shows

the worst performance and Case (24.5c) is slightly better than Case (24.5b) (by no more

than 0.8 nrad). Overall performance in Case (24.5) actually improves over Case (23.5),

though not by much, even though the Greenwood frequency increases. In Cases (24.5b)

and (24.5c), the mean and standard deviation values decrease by no more than 0.3 nrad

compared to Case (23.5). The performance improvement may be due to the disturbance

model correlation times which are based on an atmospheric wind speed of 21 m/s; the

Greenwood frequency of 189.2 Hz is based on a wind speed of 22 m/s, while 86 Hz is based

on 10 m/s.

Case (25.5) uses tilt and tip disturbance values based on a Greenwood frequency of

43 Hz. Figures 4.148 to 4.153 display the performance and control inputs of Case (25.5).

Again, Case (25.5a) shows the worst performance and Case (25.5c) results in mean and
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Figure 4.142 Case (24.5a): Delay 5, fG = 189.2 Hz, Udiag = 1 1 1E4 1E4
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Figure 4.143 Case (24.5a): Delay 5, fG = 189.2 Hz, Udiag = 1 1 1E4 1E4
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Figure 4.144 Case (24.5b): Delay 5, fG = 189.2 Hz, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.145 Case (24.5b): Delay 5, fG = 189.2 Hz, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.146 Case (24.5c): Delay 5, fG = 189.2 Hz, Udiag = 1E4 1E4 1E4 1E4

0 0.5 1 1.5 2 2.5 3 3.5 4
−2000

−1000

0

1000

2000
Azimuth Inputs to Mirrors

Time (sec)

In
p

u
t 

(n
ra

d
)

CSM
FSM

0 0.5 1 1.5 2 2.5 3 3.5 4
−1000

0

1000

2000
Elevation Inputs to Mirrors

Time (sec)

In
p

u
t 

(n
ra

d
)

Figure 4.147 Case (24.5c): Delay 5, fG = 189.2 Hz, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.148 Case (25.5a): Delay 5, fG = 43 Hz, Udiag = 1 1 1E4 1E4

standard deviation values that are no more than 0.7 nrad less than the values from Case

(25.5b). The overall performance from Case (25.5) is worse than from Case (23.5), despite

the lower Greenwood frequency, though the difference in azimuth mean and standard

deviation values is no more than 0.4 nrad and elevation mean and standard deviation

values is no more than 0.2 nrad. This may be due to the reason stated in Case (24.5),

since 43 Hz is based on a wind speed of 5 m/s.

4.2.2.6 Case (26). The purpose of Case (26) is to repeat Case (15) using

the unbiased variance values shown in Section 4.1.2.2, rather than the biased values used

in all other cases, to determine if the performance is affected. Recall from Section 4.1.2.2

that the biased variance values are less than the unbiased values. Figures 4.154 to 4.156

show that the performance is minimally degraded. The mean values increase no more than

0.27 nrad and the standard deviation values increase by no more than 0.2 nrad. Therefore,

the use of biased sensor noise variance values in simulation produces results accurate to

within 0.27 nrad which is not a significant error.
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Figure 4.149 Case (25.5a): Delay 5, fG = 43 Hz, Udiag = 1 1 1E4 1E4
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Figure 4.150 Case (25.5b): Delay 5, fG = 43 Hz, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.151 Case (25.5b): Delay 5, fG = 43 Hz, Udiag = 5E3 5E3 1E4 1E4
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Figure 4.152 Case (25.5c): Delay 5, fG = 43 Hz, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.153 Case (25.5c): Delay 5, fG = 43 Hz, Udiag = 1E4 1E4 1E4 1E4
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Figure 4.154 Case (26a): Udiag = 1 1 1E4 1E4
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Figure 4.155 Case (26b): Udiag = 5E3 5E3 1E4 1E4
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Figure 4.156 Case (26c): Udiag = 1E4 1E4 1E4 1E4
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Figure 4.157 Case (15a): Steering Mirror Outputs (Azimuth Axis)

4.2.2.7 Steering Mirror Outputs. Figures 4.157 to 4.159 show the outputs

of the CSM and FSM for Case (15). Note that the FSM tilt scaling in Figure 4.157 is

much smaller than in the other two figures since most of the control authority in Case

(1a) is given to the CSM. The control authority given by each design is evident from the

decrease in CSM tilt and increase in FSM tilt from subcase (a) to subcase (c). Recall

that the CSM is supposed to compensate for low-frequency disturbances, while the FSM

compensates for high-frequency disturbances. These behaviors can be seen in each case in

which the output of the FSM is changing faster than the CSM. Most importantly, the CSM

output in subcase (a) is changing faster (noisier) than subcases (b) and (c) since the FSM

does not have enough control authority to do its job completely. The poor performance of

subcase (a) is probably due to the CSM attempting to compensate for higher frequency

disturbances that the FSM is unable to bear due to its restricted control authority. The

elevation outputs have the same characteristics and the plots are representative of all

sensor-noise cases.
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Figure 4.158 Case (15b): Steering Mirror Outputs (Azimuth Axis)
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Figure 4.159 Case (15c): Steering Mirror Outputs (Azimuth Axis)
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4.2.2.8 Summary of Sensor Noise Cases. With the presence of measure-

ment sensor noise, saturation, and various time delays, the LQG designs of subcases (b)

and (c) provide much better performance and robustness than the design of subcase (a).

As in the baseline cases, time delays degrade the control systems’ response times and

performance; however, each subcase control system remains stable up to (and possibly

beyond) a ten-sample time delay, potentially due to new tuning parameter values. The

LTR technique improved the robustness of each subcase with no performance degradation.

Case (26) shows that using the unbiased sensor noise variance in simulations, rather than

the biased variance, does not have a significant impact on the results. Table 4.9 displays

the final results from Cases (23) to (25) using the LQG/LTR designs, showing that subcase

(c) provides best performance and robustness.

Table 4.9 LQG/LTR Performance

fG = 43 Hz

Subcase Mean Tilt σTilt Mean Tip σTip
(nrad) (nrad) (nrad) (nrad)

(a) 19.75 14.16 25.80 18.72
(b) 16.22 11.73 21.69 15.87
(c) 15.81 11.41 20.99 15.38

fG = 86 Hz

Subcase Mean Tilt σTilt Mean Tip σTip
(nrad) (nrad) (nrad) (nrad)

(a) 19.31 13.95 25.63 18.69
(b) 15.95 11.52 21.67 15.81
(c) 15.51 11.18 20.96 15.30

fG = 189.2 Hz

Subcase Mean Tilt σTilt Mean Tip σTip
(nrad) (nrad) (nrad) (nrad)

(a) 19.00 13.76 25.52 18.71
(b) 15.66 11.32 21.51 15.76
(c) 15.21 10.96 20.78 15.29

4.2.3 Additional Baseline Case. The following case determines if the added

stability observed in Cases (17) and (18) is due to the modified Q and R matrices.
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4.2.3.1 Case (27). The purpose of Case (27) is to evaluate the performance

and robustness of the LQG control system under baseline conditions of Case (1) and (7)

while using the Q matrix from the sensor noise cases and the R matrix from the baseline

cases. Case (27.4a) simulates subcase (a) with a four-sample time delay to determine if

using the modified Q matrix achieves stable performance unlike Case (7.4a). Figure 4.160

shows the final tilt and tip values, and Figure 4.161 displays the optimal control inputs.

It is evident from Figure 4.160 that the control system remains stable and the mean and

standard deviation values are reasonable. The control inputs are identical to those of Case

(1a). Case (27a) simulates subcase (a) with no delay, to compare directly with Case (1a).

Figure 4.162 shows the final tilt and tip values in Case (27a). The performance is worse

than in Case (1a) in terms of the mean and standard deviation values, but it does improve

slightly over Case (27.4a) as expected since the delay is not present. The most significant

change from Case (1a) is that the system is much more "sluggish", as shown by the much

longer initial transient before the tilt/tip is brought to zero for the first time. The slow

behavior of the system is present beyond the initial transient for the entire length of the

simulation. Therefore, the use of the modified Q matrix makes the system much more

robust to time delays at the cost of decreased performance. Figure 4.163 shows the same

control inputs as seen in Case (1a).

Figures 4.164 to 4.166 display the performance in Case (27.10) with a 10-sample time

delay to show that the control system in each subcase remains stable as seen in the sensor

noise cases, despite unstable performance shown in baseline Case (7.10). Cases (27.10b)

and (27.10c) perform best in the elevation axis while Case (27.10a) performs better in

the azimuth axis; however, Cases (27.10b) and (27.10c) are much more robust than Case

(27.10a) with much less oscillation present.

4.3 Summary

This chapter presented the simulation, analysis, and results of three LQG/LTR de-

signs that differ in the amount of control authority given to the CSM and FSM. The

simulations are used to develop realistic atmospheric tilt and tip disturbances applied to a

representative control loop to determine the performance and robustness of the controller
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designs. The control loop simulation accounts for sensor noise, sensor saturation, and sys-

tem processing time. The next chapter discusses the conclusions drawn from the results

and provides recommendations.
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V. Conclusions and Recommendations

5.1 Summary

This research proposes the use of an LQG/LTR controller within the tracking loop

of the SOR 3.5-m telescope to control the CSM and FSM simultaneously. The controller

is designed such that the control system eliminates wavefront tilt and tip induced by the

turbulence of earth’s atmosphere. This is accomplished by estimating the atmospheric

tilt and tip disturbance and controlling the angular orientation of the steering mirrors to

match the negative of the estimates. The LQG controller consists of a Kalman filter and

LQR-based tracker designed separately via the separation principle. Linear models of the

CSM and FSM were developed from experimental frequency response data. The Kalman

filter incorporates of the CSM and FSM models, a tilt and tip disturbance model, and

pyramid sensor measurement model to develop state estimates provided to the LQR. The

tilt and tip disturbance model is a first-order lag driven by WGN based on the variance

and correlation time of the atmospheric tilt and tip. The pyramid sensor provides noisy,

saturated measurements to the Kalman filter. The LQR is based upon of the same CSM,

FSM, and tilt disturbance models as well as two additional pseudointegral states (to pro-

vide type-1 versus type-0 control, essential to accomplishing the performance goals). The

pseudointegral states represent the integral of the regulation error, defined as the summa-

tion of the steering mirrors’ output and wavefront tilt and tip on the incoming light. By

regulating the pseudointegral states to zero, the output of the steering mirrors track the

negative of the wavefront tilt and tip to correct the phase distortion. An LTR technique is

applied to the LQG design to increase the controller’s robustness to the sensor noise and

system time delays.

The performance and robustness of the LQG and LQG/LTR designs is determined

through simulation of the tracking control loop. A separate "truth model" simulation

develops angular atmospheric tilt and tip values based on the von Karman spectrum and

the Fourier series phase screen method. The angular tilt and tip values are used in the

control loop simulation to serve as the actual wavefront tilt and tip. Performance and

robustness of the controller designs is evaluated from results of numerous simulation cases
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with varying parameters such as atmospheric turbulence strength, system time delays,

sensor noise, sensor saturation, and run time. Three LQG designs that differ only in the

amount of control authority given to each steering mirror are evaluated in each simulation

case. The three designs are referred to as subcases (a), (b), and (c). The design of subcase

(a) allocates nearly all of the control authority to the CSM, while subcase (c) provides

nearly equal authority to the CSM and FSM. The design of subcase (b) provides roughly

four times more control authority to the CSM than the FSM. The LTR technique is applied

to each of the designs and evaluated in simulations.

5.2 Conclusions

This section presents the significant conclusions drawn from the simulation results

and analysis of Chapter 4.

• The LQG/LTR design of subcase (c), with nearly equal control authority given to
the CSM and FSM, provides the best performance and robustness in the presence

of pyramid sensor noise, sensor saturation, and time delays (the statistics of subcase

(c) are italicized in the following tables for this reason). The LQG/LTR design of

subcase (b) provides performance and robustness very similar to subcase (c), while

the LQG/LTR design of subcase (a) provides degraded performance and robustness.

The performance statistics of each LQG/LTR design from a one-second simulation

with sensor noise only and Greenwood frequency, fG = 86 Hz (average turbulence

conditions), are

Sensor Noise Only

fG = 86 Hz

Subcase Mean Tilt σTilt Mean Tip σTip

(nrad) (nrad) (nrad) (nrad)

(a) 16.94 11.91 22.16 15.72

(b) 14.38 10.07 19.27 13.57

(c) 14.22 9.92 19.01 13.35
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The performance statistics of each LQG/LTR design from a one-second simulation

with sensor noise, sensor saturation, and a ten-sample time delay for fG = 86 Hz

are
Sensor Noise & Sat. & Ten-Sample Delay

fG = 86 Hz

Subcase Mean Tilt σTilt Mean Tip σTip

(nrad) (nrad) (nrad) (nrad)

(a) 24.38 17.77 33.97 24.68

(b) 19.63 14.03 28.66 20.39

(c) 18.79 13.40 27.24 19.33

The performance statistics of each LQG/LTR design from a four-second simulation

with sensor noise, sensor saturation, and a five-sample time delay from a four-second

simulation for each Greenwood frequency are

Sensor Noise & Sat. & Five-Sample Delay

fG = 43 Hz

Subcase Mean Tilt σTilt Mean Tip σTip

(nrad) (nrad) (nrad) (nrad)

(a) 19.75 14.16 25.80 18.72

(b) 16.22 11.73 21.69 15.87

(c) 15.81 11.41 20.99 15.38

Sensor Noise & Sat. & Five-Sample Delay

fG = 86 Hz

Subcase Mean Tilt σTilt Mean Tip σTip

(nrad) (nrad) (nrad) (nrad)

(a) 19.31 13.95 25.63 18.69

(b) 15.95 11.52 21.67 15.81

(c) 15.51 11.18 20.96 15.30
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Sensor Noise & Sat. & Five-Sample Delay

fG = 189.2 Hz

Subcase Mean Tilt σTilt Mean Tip σTip

(nrad) (nrad) (nrad) (nrad)

(a) 19.00 13.76 25.52 18.71

(b) 15.66 11.32 21.51 15.76

(c) 15.21 10.96 20.78 15.29

• The poor performance of subcase (a), when sensor noise is present, is probably due
to the CSM attempting to compensate for higher frequency disturbances that the

FSM is unable to bear due to its restricted control authority.

• The LTR technique of modifying the state weighting matrix provides improved per-
formance in the presence of sensor noise and makes the LQG design more robust to

system time delays. However, this suggests that the original, unmodified cost func-

tion may not be tuned properly (the state weighting matrix in particular) for desired

performance, since performance improvement due to LTR is not expected.

• Simulations showed that the LQG/LTR designs are able to regulate tilt and tip

disturbances at least as large as 3000 nrads, even in the presence of sensor noise,

sensor saturation, and system time delays.

• The baseline simulations showed that system time delays slow down the response

of the controller designs and degrade performance. However, the sensor saturation

actually improves the slow response by removing high frequency oscillations.

• The performance of the controller designs is verified to be almost identical in the
azimuth and elevation axes. The results show worse performance in the elevation

axis due to higher sensor noise and different tilt and tip disturbance values.

• Increasing the Q matrix (dynamics noise strength) diagonal elements slows the re-

sponse of the control system and degrades performance; however, robustness to sys-

tem time delays is improved drastically. This is similar to the LTR technique of

adding process noise to the Kalman filter model to recover robustness from the LQR.
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• The best overall performance was attained when fG = 189.2 Hz (high turbulence

conditions), with an atmospheric average wind speed of 22 m/s, since the correlation

times within the tilt/tip disturbance model are based on a wind speed of 21 m/s.

5.3 Recommendations

This section presents recommendations to expand upon the current research and

analysis discussed.

• The system model and truth model used in the controller design and simulation are

reduced-order models, although an eighteen-order model was developed that matched

the CSM and FSM dynamics data very well. A study is strongly recommended to

determine the effects of using the reduced-order model in the controller design versus

the eighteen-order truth model, and the effects of using the eighteen-order model for

both.

• Anti-windup compensation should be incorporated in the Proportional-plus-Integral
tracker design.

• Further frequency domain analysis of the control system could be performed to de-

termine the error rejection capabilities.

• Rate limiters should be incorporated into the simulation truth model to represent
dynamics limitations of the CSM and FSM actuators.

• Further performance analysis of the Kalman filter could be conducted and used to
benefit proper tuning choices.

• A study could be performed to examine the effects of lower sampling rates which

would result in larger differences in disturbance values, from sample time to sample

time, to correct for.

• Analysis of using time-varying control and Kalman filter gains could be performed to
compare to the results from this research which used constant steady-state control

and Kalman filter gains. Using time-varying gains should improve performance, but

the study would reveal the level of improvement possible.
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• Appropriate tilt and tip correlation times for the various Greenwood frequencies could
be used in the disturbance model, rather than using one value for all frequencies. A

look-up table or parameter estimation could be used in the implementation.

• Additional sources of tilt and tip could be modeled and simulated rather than only
atmosphere-induced disturbances. Other sources could include off-center viewing of

the imaged object, mount jitter, and imperfect optics.

• As mentioned earlier, the dynamics of the steering mirrors change depending on
the size of the input. Therefore, gain scheduling could be incorporated based on

knowledge of the inputs supplied by the controller. An additional option is to develop

a nonlinear model of the steering mirror dynamics and design a nonlinear controller.
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Appendix A. System Model Matrices

A.1 Continuous-Time Plant State-Space Matrices

A.1.1 Modified Jordan Canonical Form

. Matrix A:

col 1 col 2 col 3 col 4 col 5 col 6 col 7 col 8

row 1 -1006.69 0 0 0 0 0 0 0

row 2 0 -65.18 380.05 0 0 0 0 0

row 3 0 -380.05 -65.18 0 0 0 0 0

row 4 0 0 0 -1006.69 0 0 0 0

row 5 0 0 0 0 -65.18 380.05 0 0

row 6 0 0 0 0 -380.05 -65.18 0 0

row 7 0 0 0 0 0 0 -4441.15 33514.23

row 8 0 0 0 0 0 0 -33514.23 -4441.15

row 9 0 0 0 0 0 0 0 0

row 10 0 0 0 0 0 0 0 0

row 11 0 0 0 0 0 0 0 0

row 12 0 0 0 0 0 0 0 0

row 13 0 0 0 0 0 0 0 0

row 14 0 0 0 0 0 0 0 0

row 15 0 0 0 0 0 0 0 0

row 16 0 0 0 0 0 0 0 0

row 17 0 0 0 0 0 0 0 0

row 18 0 0 0 0 0 0 0 0

row 19 0 0 0 0 0 0 0 0

row 20 0 0 0 0 0 0 0 0

row 21 0 0 0 0 0 0 0 0

row 22 0 0 0 0 0 0 0 0

row 23 0 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0 0
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col 9 col 10 col 11 col 12 col 13 col 14 col 15

row 1 0 0 0 0 0 0 0

row 2 0 0 0 0 0 0 0

row 3 0 0 0 0 0 0 0

row 4 0 0 0 0 0 0 0

row 5 0 0 0 0 0 0 0

row 6 0 0 0 0 0 0 0

row 7 0 0 0 0 0 0 0

row 8 0 0 0 0 0 0 0

row 9 -4327.99 22893.05 0 0 0 0 0

row 10 -22893.05 -4327.99 0 0 0 0 0

row 11 0 0 -14720.15 0 0 0 0

row 12 0 0 0 -97.50 8849.86 0 0

row 13 0 0 0 -8849.86 -97.50 0 0

row 14 0 0 0 0 0 -7021.19 0

row 15 0 0 0 0 0 0 -984.71

row 16 0 0 0 0 0 0 -4541.65

row 17 0 0 0 0 0 0 0

row 18 0 0 0 0 0 0 0

row 19 0 0 0 0 0 0 0

row 20 0 0 0 0 0 0 0

row 21 0 0 0 0 0 0 0

row 22 0 0 0 0 0 0 0

row 23 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0
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col 16 col 17 col 18 col 19 col 20 col 21 col 22

row 1 0 0 0 0 0 0 0

row 2 0 0 0 0 0 0 0

row 3 0 0 0 0 0 0 0

row 4 0 0 0 0 0 0 0

row 5 0 0 0 0 0 0 0

row 6 0 0 0 0 0 0 0

row 7 0 0 0 0 0 0 0

row 8 0 0 0 0 0 0 0

row 9 0 0 0 0 0 0 0

row 10 0 0 0 0 0 0 0

row 11 0 0 0 0 0 0 0

row 12 0 0 0 0 0 0 0

row 13 0 0 0 0 0 0 0

row 14 0 0 0 0 0 0 0

row 15 4541.65 0 0 0 0 0 0

row 16 -984.71 0 0 0 0 0 0

row 17 0 -5408.15 38008.56 0 0 0 0

row 18 0 -38008.56 -5408.15 0 0 0 0

row 19 0 0 0 -8059.96 29995.10 0 0

row 20 0 0 0 -29995.10 -8059.96 0 0

row 21 0 0 0 0 0 -3471.96 20540.62

row 22 0 0 0 0 0 -20540.62 -3471.96

row 23 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0
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col 23 col 24 col 25 col 26 col 27

row 1 0 0 0 0 0

row 2 0 0 0 0 0

row 3 0 0 0 0 0

row 4 0 0 0 0 0

row 5 0 0 0 0 0

row 6 0 0 0 0 0

row 7 0 0 0 0 0

row 8 0 0 0 0 0

row 9 0 0 0 0 0

row 10 0 0 0 0 0

row 11 0 0 0 0 0

row 12 0 0 0 0 0

row 13 0 0 0 0 0

row 14 0 0 0 0 0

row 15 0 0 0 0 0

row 16 0 0 0 0 0

row 17 0 0 0 0 0

row 18 0 0 0 0 0

row 19 0 0 0 0 0

row 20 0 0 0 0 0

row 21 0 0 0 0 0

row 22 0 0 0 0 0

row 23 -156.64 8659.32 0 0 0

row 24 -8659.32 -156.64 0 0 0

row 25 0 0 -5242.84 0 0

row 26 0 0 0 -775.34 4518.22

row 27 0 0 0 -4518.22 -775.34
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Matrix B:

col 1 col 2 col 3 col 4

row 1 -36.22 0 0 0

row 2 11.18 0 0 0

row 3 -27.71 0 0 0

row 4 0 -36.22 0 0

row 5 0 11.18 0 0

row 6 0 -27.71 0 0

row 7 0 0 754.42 0

row 8 0 0 -1351.54 0

row 9 0 0 -1050.74 0

row 10 0 0 -288.54 0

row 11 0 0 -179.56 0

row 12 0 0 -71.73 0

row 13 0 0 14.59 0

row 14 0 0 -51.71 0

row 15 0 0 -20.45 0

row 16 0 0 38.57 0

row 17 0 0 0 7975.53

row 18 0 0 0 5730.95

row 19 0 0 0 9389.04

row 20 0 0 0 -7936.25

row 21 0 0 0 -3140.05

row 22 0 0 0 1068.08

row 23 0 0 0 166.09

row 24 0 0 0 -74.47

row 25 0 0 0 -33.78

row 26 0 0 0 -60.95

row 27 0 0 0 -21.48
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Matrix CT :

col 1 col 2

row 1 -4.01 0

row 2 -12.98 0

row 3 0 0

row 4 0 -4.01

row 5 0 -12.98

row 6 0 0

row 7 0.78 0

row 8 -1.46 0

row 9 -1.34 0

row 10 0.99 0

row 11 108.52 0

row 12 0.64 0

row 13 -1.14 0

row 14 -335.82 0

row 15 24.08 0

row 16 -81.54 0

row 17 0 0.27

row 18 0 -0.46

row 19 0 0.12

row 20 0 0.69

row 21 0 -0.59

row 22 0 -0.22

row 23 0 -0.46

row 24 0 0.43

row 25 0 -194.38

row 26 0 47.36

row 27 0 15.32
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A.2 Kalman Filter Model State-Space Matrices

A.2.1 Equivalent Discrete-Time

. Matrix Φ:

col 1 col 2 col 3 col 4 col 5 col 6 col 7 col 8

row 1 0.81764 0 0 0 0 0 0 0

row 2 0 0.98420 0.07495 0 0 0 0 0

row 3 0 -0.07495 0.98420 0 0 0 0 0

row 4 0 0 0 0.81764 0 0 0 0

row 5 0 0 0 0 0.98420 0.07495 0 0

row 6 0 0 0 0 -0.07495 0.98420 0 0

row 7 0 0 0 0 0 0 0.37569 0.16762

row 8 0 0 0 0 0 0 -0.16762 0.37569

row 9 0 0 0 0 0 0 0 0

row 10 0 0 0 0 0 0 0 0

row 11 0 0 0 0 0 0 0 0

row 12 0 0 0 0 0 0 0 0

row 13 0 0 0 0 0 0 0 0

row 14 0 0 0 0 0 0 0 0

row 15 0 0 0 0 0 0 0 0

row 16 0 0 0 0 0 0 0 0

row 17 0 0 0 0 0 0 0 0

row 18 0 0 0 0 0 0 0 0

row 19 0 0 0 0 0 0 0 0

row 20 0 0 0 0 0 0 0 0

row 21 0 0 0 0 0 0 0 0

row 22 0 0 0 0 0 0 0 0

row 23 0 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0 0

row 28 0 0 0 0 0 0 0 0

row 29 0 0 0 0 0 0 0 0
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col 9 col 10 col 11 col 12 col 13 col 14 col 15 col 16

row 1 0 0 0 0 0 0 0 0

row 2 0 0 0 0 0 0 0 0

row 3 0 0 0 0 0 0 0 0

row 4 0 0 0 0 0 0 0 0

row 5 0 0 0 0 0 0 0 0

row 6 0 0 0 0 0 0 0 0

row 7 0 0 0 0 0 0 0 0

row 8 0 0 0 0 0 0 0 0

row 9 -0.05613 -0.41704 0 0 0 0 0 0

row 10 0.41704 -0.05613 0 0 0 0 0 0

row 11 0 0 0.05265 0 0 0 0 0

row 12 0 0 0 -0.19404 0.96130 0 0 0

row 13 0 0 0 -0.96130 -0.19404 0 0 0

row 14 0 0 0 0 0 0.24555 0 0

row 15 0 0 0 0 0 0 0.50511 0.64753

row 16 0 0 0 0 0 0 -0.64753 0.50511

row 17 0 0 0 0 0 0 0 0

row 18 0 0 0 0 0 0 0 0

row 19 0 0 0 0 0 0 0 0

row 20 0 0 0 0 0 0 0 0

row 21 0 0 0 0 0 0 0 0

row 22 0 0 0 0 0 0 0 0

row 23 0 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0 0

row 28 0 0 0 0 0 0 0 0

row 29 0 0 0 0 0 0 0 0
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col 17 col 18 col 19 col 20 col 21 col 22 col 23 col 24

row 1 0 0 0 0 0 0 0 0

row 2 0 0 0 0 0 0 0 0

row 3 0 0 0 0 0 0 0 0

row 4 0 0 0 0 0 0 0 0

row 5 0 0 0 0 0 0 0 0

row 6 0 0 0 0 0 0 0 0

row 7 0 0 0 0 0 0 0 0

row 8 0 0 0 0 0 0 0 0

row 9 0 0 0 0 0 0 0 0

row 10 0 0 0 0 0 0 0 0

row 11 0 0 0 0 0 0 0 0

row 12 0 0 0 0 0 0 0 0

row 13 0 0 0 0 0 0 0 0

row 14 0 0 0 0 0 0 0 0

row 15 0 0 0 0 0 0 0 0

row 16 0 0 0 0 0 0 0 0

row 17 0.08463 0.32831 0 0 0 0 0 0

row 18 -0.32831 0.08463 0 0 0 0 0 0

row 19 0 0 0.19149 -0.05593 0 0 0 0

row 20 0 0 0.05593 0.19149 0 0 0 0

row 21 0 0 0 0 -0.28373 -0.41095 0 0

row 22 0 0 0 0 0.41095 -0.28373 0 0

row 23 0 0 0 0 0 0 -0.15543 0.95661

row 24 0 0 0 0 0 0 -0.95661 -0.15543

row 25 0 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0 0

row 28 0 0 0 0 0 0 0 0

row 29 0 0 0 0 0 0 0 0
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col 25 col 26 col 27 col 28 col 29

row 1 0 0 0 0 0

row 2 0 0 0 0 0

row 3 0 0 0 0 0

row 4 0 0 0 0 0

row 5 0 0 0 0 0

row 6 0 0 0 0 0

row 7 0 0 0 0 0

row 8 0 0 0 0 0

row 9 0 0 0 0 0

row 10 0 0 0 0 0

row 11 0 0 0 0 0

row 12 0 0 0 0 0

row 13 0 0 0 0 0

row 14 0 0 0 0 0

row 15 0 0 0 0 0

row 16 0 0 0 0 0

row 17 0 0 0 0 0

row 18 0 0 0 0 0

row 19 0 0 0 0 0

row 20 0 0 0 0 0

row 21 0 0 0 0 0

row 22 0 0 0 0 0

row 23 0 0 0 0 0

row 24 0 0 0 0 0

row 25 0.35044 0 0 0 0

row 26 0 0.52987 0.67274 0 0

row 27 0 -0.67274 0.52987 0 0

row 28 0 0 0 0.99938 0

row 29 0 0 0 0 0.99938
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Matrix Bd:

col 1 col 2 col 3 col 4

row 1 -0.00656 0 0 0

row 2 0.00201 0 0 0

row 3 -0.00558 0 0 0

row 4 0 -0.00656 0 0

row 5 0 0.00201 0 0

row 6 0 -0.00558 0 0

row 7 0 0 -0.01832 0

row 8 0 0 -0.02324 0

row 9 0 0 -0.00418 0

row 10 0 0 0.05294 0

row 11 0 0 -0.01156 0

row 12 0 0 -0.00595 0

row 13 0 0 0.01120 0

row 14 0 0 -0.00556 0

row 15 0 0 -0.00037 0

row 16 0 0 0.00765 0

row 17 0 0 0 0.22269

row 18 0 0 0 -0.11089

row 19 0 0 0 -0.15612

row 20 0 0 0 -0.28023

row 21 0 0 0 0.09724

row 22 0 0 0 0.19131

row 23 0 0 0 0.00896

row 24 0 0 0 -0.03023

row 25 0 0 0 -0.00419

row 26 0 0 0 -0.01151

row 27 0 0 0 0.00117

row 28 0 0 0 0

row 29 0 0 0 0
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Matrix HT :

col 1 col 2

row 1 -4.00889 0

row 2 -12.98290 0

row 3 0 0

row 4 0 -4.00889

row 5 0 -12.98290

row 6 0 0

row 7 0.78246 0

row 8 -1.46497 0

row 9 -1.33571 0

row 10 0.98934 0

row 11 108.51861 0

row 12 0.64156 0

row 13 -1.13740 0

row 14 -335.82068 0

row 15 24.08479 0

row 16 -81.53566 0

row 17 0 0.26755

row 18 0 -0.45831

row 19 0 0.11705

row 20 0 0.68921

row 21 0 -0.58970

row 22 0 -0.21520

row 23 0 -0.45828

row 24 0 0.43203

row 25 0 -194.37648

row 26 0 47.36467

row 27 0 15.31794

row 28 1.00000 0

row 29 0 1.00000
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A.3 LQR Model State-Space Matrices

A.3.1 Equivalent Discrete-Time

. Matrix Φ:

col 1 col 2 col 3 col 4 col 5 col 6 col 7

row 1 0.81764 0 0 0 0 0 0

row 2 0 0.98420 0.07495 0 0 0 0

row 3 0 -0.07495 0.98420 0 0 0 0

row 4 0 0 0 0.81764 0 0 0

row 5 0 0 0 0 0.98420 0.07495 0

row 6 0 0 0 0 -0.07495 0.98420 0

row 7 0 0 0 0 0 0 0.37569

row 8 0 0 0 0 0 0 -0.16762

row 9 0 0 0 0 0 0 0

row 10 0 0 0 0 0 0 0

row 11 0 0 0 0 0 0 0

row 12 0 0 0 0 0 0 0

row 13 0 0 0 0 0 0 0

row 14 0 0 0 0 0 0 0

row 15 0 0 0 0 0 0 0

row 16 0 0 0 0 0 0 0

row 17 0 0 0 0 0 0 0

row 18 0 0 0 0 0 0 0

row 19 0 0 0 0 0 0 0

row 20 0 0 0 0 0 0 0

row 21 0 0 0 0 0 0 0

row 22 0 0 0 0 0 0 0

row 23 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0

row 28 0 0 0 0 0 0 0

row 29 0 0 0 0 0 0 0

row 30 -4.00889 -12.98290 0 0 0 0 0.78246

row 31 0 0 0 -4.00889 -12.98290 0 0
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col 8 col 9 col 10 col 11 col 12 col 13 col 14

row 1 0 0 0 0 0 0 0

row 2 0 0 0 0 0 0 0

row 3 0 0 0 0 0 0 0

row 4 0 0 0 0 0 0 0

row 5 0 0 0 0 0 0 0

row 6 0 0 0 0 0 0 0

row 7 0.16762 0 0 0 0 0 0

row 8 0.37569 0 0 0 0 0 0

row 9 0 -0.05613 -0.41704 0 0 0 0

row 10 0 0.41704 -0.05613 0 0 0 0

row 11 0 0 0 0.05265 0 0 0

row 12 0 0 0 0 -0.19404 0.96130 0

row 13 0 0 0 0 -0.96130 -0.19404 0

row 14 0 0 0 0 0 0 0.24555

row 15 0 0 0 0 0 0 0

row 16 0 0 0 0 0 0 0

row 17 0 0 0 0 0 0 0

row 18 0 0 0 0 0 0 0

row 19 0 0 0 0 0 0 0

row 20 0 0 0 0 0 0 0

row 21 0 0 0 0 0 0 0

row 22 0 0 0 0 0 0 0

row 23 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0

row 28 0 0 0 0 0 0 0

row 29 0 0 0 0 0 0 0

row 30 -1.46497 -1.33571 0.98934 108.51861 0.64156 -1.13740 -335.82068

row 31 0 0 0 0 0 0 0

A-14



col 15 col 16 col 17 col 18 col 19 col 20 col 21

row 1 0 0 0 0 0 0 0

row 2 0 0 0 0 0 0 0

row 3 0 0 0 0 0 0 0

row 4 0 0 0 0 0 0 0

row 5 0 0 0 0 0 0 0

row 6 0 0 0 0 0 0 0

row 7 0 0 0 0 0 0 0

row 8 0 0 0 0 0 0 0

row 9 0 0 0 0 0 0 0

row 10 0 0 0 0 0 0 0

row 11 0 0 0 0 0 0 0

row 12 0 0 0 0 0 0 0

row 13 0 0 0 0 0 0 0

row 14 0 0 0 0 0 0 0

row 15 0.50511 0.64753 0 0 0 0 0

row 16 -0.64753 0.50511 0 0 0 0 0

row 17 0 0 0.08463 0.32831 0 0 0

row 18 0 0 -0.32831 0.08463 0 0 0

row 19 0 0 0 0 0.19149 -0.05593 0

row 20 0 0 0 0 0.05593 0.19149 0

row 21 0 0 0 0 0 0 -0.28373

row 22 0 0 0 0 0 0 0.41095

row 23 0 0 0 0 0 0 0

row 24 0 0 0 0 0 0 0

row 25 0 0 0 0 0 0 0

row 26 0 0 0 0 0 0 0

row 27 0 0 0 0 0 0 0

row 28 0 0 0 0 0 0 0

row 29 0 0 0 0 0 0 0

row 30 24.08479 -81.53566 0 0 0 0 0

row 31 0 0 0.26755 -0.45831 0.11705 0.68921 -0.58970
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col 22 col 23 col 24 col 25 col 26 col 27 col 28

row 1 0 0 0 0 0 0 0

row 2 0 0 0 0 0 0 0

row 3 0 0 0 0 0 0 0

row 4 0 0 0 0 0 0 0

row 5 0 0 0 0 0 0 0

row 6 0 0 0 0 0 0 0

row 7 0 0 0 0 0 0 0

row 8 0 0 0 0 0 0 0

row 9 0 0 0 0 0 0 0

row 10 0 0 0 0 0 0 0

row 11 0 0 0 0 0 0 0

row 12 0 0 0 0 0 0 0

row 13 0 0 0 0 0 0 0

row 14 0 0 0 0 0 0 0

row 15 0 0 0 0 0 0 0

row 16 0 0 0 0 0 0 0

row 17 0 0 0 0 0 0 0

row 18 0 0 0 0 0 0 0

row 19 0 0 0 0 0 0 0

row 20 0 0 0 0 0 0 0

row 21 -0.41095 0 0 0 0 0 0

row 22 -0.28373 0 0 0 0 0 0

row 23 0 -0.15543 0.95661 0 0 0 0

row 24 0 -0.95661 -0.15543 0 0 0 0

row 25 0 0 0 0.35044 0 0 0

row 26 0 0 0 0 0.52987 0.67274 0

row 27 0 0 0 0 -0.67274 0.52987 0

row 28 0 0 0 0 0 0 0.99938

row 29 0 0 0 0 0 0 0

row 30 0 0 0 0 0 0 1.00000

row 31 -0.21520 -0.45828 0.43203 -194.37648 47.36467 15.31794 0
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col 29 col 30 col 31

row 1 0 0 0

row 2 0 0 0

row 3 0 0 0

row 4 0 0 0

row 5 0 0 0

row 6 0 0 0

row 7 0 0 0

row 8 0 0 0

row 9 0 0 0

row 10 0 0 0

row 11 0 0 0

row 12 0 0 0

row 13 0 0 0

row 14 0 0 0

row 15 0 0 0

row 16 0 0 0

row 17 0 0 0

row 18 0 0 0

row 19 0 0 0

row 20 0 0 0

row 21 0 0 0

row 22 0 0 0

row 23 0 0 0

row 24 0 0 0

row 25 0 0 0

row 26 0 0 0

row 27 0 0 0

row 28 0 0 0

row 29 0.99938 0 0

row 30 0 1.00000 0

row 31 1.00000 0 1.00000
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Matrix Bd:

col 1 col 2 col 3 col 4

row 1 -0.00656 0 0 0

row 2 0.00201 0 0 0

row 3 -0.00558 0 0 0

row 4 0 -0.00656 0 0

row 5 0 0.00201 0 0

row 6 0 -0.00558 0 0

row 7 0 0 -0.01832 0

row 8 0 0 -0.02324 0

row 9 0 0 -0.00418 0

row 10 0 0 0.05294 0

row 11 0 0 -0.01156 0

row 12 0 0 -0.00595 0

row 13 0 0 0.01120 0

row 14 0 0 -0.00556 0

row 15 0 0 -0.00037 0

row 16 0 0 0.00765 0

row 17 0 0 0 0.22269

row 18 0 0 0 -0.11089

row 19 0 0 0 -0.15612

row 20 0 0 0 -0.28023

row 21 0 0 0 0.09724

row 22 0 0 0 0.19131

row 23 0 0 0 0.00896

row 24 0 0 0 -0.03023

row 25 0 0 0 -0.00419

row 26 0 0 0 -0.01151

row 27 0 0 0 0.00117

row 28 0 0 0 0

row 29 0 0 0 0

row 30 0 0 0 0

row 31 0 0 0 0
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Matrix CT :

col 1 col 2

row 1 -4.00889 0

row 2 -12.98290 0

row 3 0 0

row 4 0 -4.00889

row 5 0 -12.98290

row 6 0 0

row 7 0.78246 0

row 8 -1.46497 0

row 9 -1.33571 0

row 10 0.98934 0

row 11 108.51861 0

row 12 0.64156 0

row 13 -1.13740 0

row 14 -335.82068 0

row 15 24.08479 0

row 16 -81.53566 0

row 17 0 0.26755

row 18 0 -0.45831

row 19 0 0.11705

row 20 0 0.68921

row 21 0 -0.58970

row 22 0 -0.21520

row 23 0 -0.45828

row 24 0 0.43203

row 25 0 -194.37648

row 26 0 47.36467

row 27 0 15.31794

row 28 1.00000 0

row 29 0 1.00000

row 30 0 0

row 31 0 0
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A.4 LTR-Based State Weighting Matrices

Matrix X (based on qLTR = 1E3):

col 1 col 2 col 3 col 4 col 5 col 6

row 1 16071.23 52047.07 0 0 0 0

row 2 52047.07 168555.70 0 0 0 0

row 3 0 0 0 0 0 0

row 4 0 0 0 16071.23 52047.07 0

row 5 0 0 0 52047.07 168555.70 0

row 6 0 0 0 0 0 0

row 7 -3136.80 -10158.59 0 0 0 0

row 8 5872.91 19019.55 0 0 0 0

row 9 5354.73 17341.41 0 0 0 0

row 10 -3966.15 -12844.46 0 0 0 0

row 11 -435039.60 -1408886.33 0 0 0 0

row 12 -2571.95 -8329.31 0 0 0 0

row 13 4559.70 14766.69 0 0 0 0

row 14 1346269.46 4359926.40 0 0 0 0

row 15 -96553.35 -312690.38 0 0 0 0

row 16 326867.81 1058569.34 0 0 0 0

row 17 0 0 0 -1072.56 -3473.52 0

row 18 0 0 0 1837.31 5950.19 0

row 19 0 0 0 -469.26 -1519.71 0

row 20 0 0 0 -2762.99 -8948.00 0

row 21 0 0 0 2364.03 7655.96 0

row 22 0 0 0 862.71 2793.91 0

row 23 0 0 0 1837.18 5949.76 0

row 24 0 0 0 -1731.97 -5609.01 0

row 25 0 0 0 779234.70 2523570.53 0

row 26 0 0 0 -189879.95 -614930.84 0

row 27 0 0 0 -61407.98 -198871.25 0

row 28 -4008.89 -12982.90 0 0 0 0

row 29 0 0 0 -4008.89 -12982.90 0

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 7 col 8 col 9 col 10 col 11 col 12

row 1 -3136.80 5872.91 5354.73 -3966.15 -435039.60 -2571.95

row 2 -10158.59 19019.55 17341.41 -12844.46 -1408886.33 -8329.31

row 3 0 0 0 0 0 0

row 4 0 0 0 0 0 0

row 5 0 0 0 0 0 0

row 6 0 0 0 0 0 0

row 7 612.24 -1146.28 -1045.14 774.12 84911.40 501.99

row 8 -1146.28 2146.14 1956.78 -1449.35 -158976.44 -939.87

row 9 -1045.14 1956.78 1784.13 -1321.47 -144949.56 -856.94

row 10 774.12 -1449.35 -1321.47 978.79 107361.48 634.72

row 11 84911.40 -158976.44 -144949.56 107361.48 11776289.00 69621.24

row 12 501.99 -939.87 -856.94 634.72 69621.24 411.60

row 13 -889.97 1666.25 1519.23 -1125.27 -123428.60 -729.71

row 14 -262766.02 491967.00 448559.54 -332239.84 -36442793.45 -215449.24

row 15 18845.37 -35283.47 -32170.33 23827.97 2613647.54 15451.84

row 16 -63798.34 119447.24 108908.12 -80666.25 -8848136.48 -52310.05

row 17 0 0 0 0 0 0

row 18 0 0 0 0 0 0

row 19 0 0 0 0 0 0

row 20 0 0 0 0 0 0

row 21 0 0 0 0 0 0

row 22 0 0 0 0 0 0

row 23 0 0 0 0 0 0

row 24 0 0 0 0 0 0

row 25 0 0 0 0 0 0

row 26 0 0 0 0 0 0

row 27 0 0 0 0 0 0

row 28 782.46 -1464.97 -1335.71 989.34 108518.61 641.56

row 29 0 0 0 0 0 0

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 13 col 14 col 15 col 16 col 17 col 18

row 1 4559.70 1346269.46 -96553.35 326867.81 0 0

row 2 14766.69 4359926.40 -312690.38 1058569.34 0 0

row 3 0 0 0 0 0 0

row 4 0 0 0 0 -1072.56 1837.31

row 5 0 0 0 0 -3473.52 5950.19

row 6 0 0 0 0 0 0

row 7 -889.97 -262766.02 18845.37 -63798.34 0 0

row 8 1666.25 491967.00 -35283.47 119447.24 0 0

row 9 1519.23 448559.54 -32170.33 108908.12 0 0

row 10 -1125.27 -332239.84 23827.97 -80666.25 0 0

row 11 -123428.60 -36442793.45 2613647.54 -8848136.48 0 0

row 12 -729.71 -215449.24 15451.84 -52310.05 0 0

row 13 1293.67 381960.99 -27393.93 92738.31 0 0

row 14 381960.99 112775526.65 -8088169.15 27381360.13 0 0

row 15 -27393.93 -8088169.15 580076.92 -1963768.90 0 0

row 16 92738.31 27381360.13 -1963768.90 6648063.68 0 0

row 17 0 0 0 0 71.58 -122.62

row 18 0 0 0 0 -122.62 210.05

row 19 0 0 0 0 31.32 -53.65

row 20 0 0 0 0 184.40 -315.87

row 21 0 0 0 0 -157.77 270.26

row 22 0 0 0 0 -57.58 98.63

row 23 0 0 0 0 -122.61 210.03

row 24 0 0 0 0 115.59 -198.00

row 25 0 0 0 0 -52004.66 89084.61

row 26 0 0 0 0 12672.23 -21707.69

row 27 0 0 0 0 4098.25 -7020.36

row 28 -1137.40 -335820.68 24084.79 -81535.66 0 0

row 29 0 0 0 0 267.55 -458.31

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 19 col 20 col 21 col 22 col 23 col 24

row 1 0 0 0 0 0 0

row 2 0 0 0 0 0 0

row 3 0 0 0 0 0 0

row 4 -469.26 -2762.99 2364.03 862.71 1837.18 -1731.97

row 5 -1519.71 -8948.00 7655.96 2793.91 5949.76 -5609.01

row 6 0 0 0 0 0 0

row 7 0 0 0 0 0 0

row 8 0 0 0 0 0 0

row 9 0 0 0 0 0 0

row 10 0 0 0 0 0 0

row 11 0 0 0 0 0 0

row 12 0 0 0 0 0 0

row 13 0 0 0 0 0 0

row 14 0 0 0 0 0 0

row 15 0 0 0 0 0 0

row 16 0 0 0 0 0 0

row 17 31.32 184.40 -157.77 -57.58 -122.61 115.59

row 18 -53.65 -315.87 270.26 98.63 210.03 -198.00

row 19 13.70 80.68 -69.03 -25.19 -53.64 50.57

row 20 80.68 475.02 -406.43 -148.32 -315.85 297.76

row 21 -69.03 -406.43 347.74 126.90 270.24 -254.77

row 22 -25.19 -148.32 126.90 46.31 98.62 -92.97

row 23 -53.64 -315.85 270.24 98.62 210.02 -197.99

row 24 50.57 297.76 -254.77 -92.97 -197.99 186.65

row 25 -22752.62 -133967.11 114623.01 41829.65 89078.14 -83976.62

row 26 5544.24 32644.43 -27930.75 -10192.84 -21706.11 20463.00

row 27 1793.03 10557.35 -9032.92 -3296.41 -7019.85 6617.82

row 28 0 0 0 0 0 0

row 29 117.05 689.21 -589.70 -215.20 -458.28 432.03

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 25 col 26 col 27 col 28 col 29 col 30 col 31

row 1 0 0 0 -4008.89 0 0 0

row 2 0 0 0 -12982.90 0 0 0

row 3 0 0 0 0 0 0 0

row 4 779234.70 -189879.95 -61407.98 0 -4008.89 0 0

row 5 2523570.53 -614930.84 -198871.25 0 -12982.90 0 0

row 6 0 0 0 0 0 0 0

row 7 0 0 0 782.46 0 0 0

row 8 0 0 0 -1464.97 0 0 0

row 9 0 0 0 -1335.71 0 0 0

row 10 0 0 0 989.34 0 0 0

row 11 0 0 0 108518.61 0 0 0

row 12 0 0 0 641.56 0 0 0

row 13 0 0 0 -1137.40 0 0 0

row 14 0 0 0 -335820.68 0 0 0

row 15 0 0 0 24084.79 0 0 0

row 16 0 0 0 -81535.66 0 0 0

row 17 -52004.66 12672.23 4098.25 0 267.55 0 0

row 18 89084.61 -21707.69 -7020.36 0 -458.31 0 0

row 19 -22752.62 5544.24 1793.03 0 117.05 0 0

row 20 -133967.11 32644.43 10557.35 0 689.21 0 0

row 21 114623.01 -27930.75 -9032.92 0 -589.70 0 0

row 22 41829.65 -10192.84 -3296.41 0 -215.20 0 0

row 23 89078.14 -21706.11 -7019.85 0 -458.28 0 0

row 24 -83976.62 20463.00 6617.82 0 432.03 0 0

row 25 37782217.18 -9206578.65 -2977446.67 0 -194376.48 0 0

row 26 -9206578.65 2243412.29 725529.07 0 47364.67 0 0

row 27 -2977446.67 725529.07 234639.19 0 15317.94 0 0

row 28 0 0 0 1000 0 0 0

row 29 -194376.48 47364.67 15317.94 0 1000 0 0

row 30 0 0 0 0 0 10 0

row 31 0 0 0 0 0 0 10
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Matrix X (based on qLTR = 500):

col 1 col 2 col 3 col 4 col 5 col 6

row 1 8035.62 26023.54 0 0 0 0

row 2 26023.54 84277.85 0 0 0 0

row 3 0 0 0 0 0 0

row 4 0 0 0 8035.62 26023.54 0

row 5 0 0 0 26023.54 84277.85 0

row 6 0 0 0 0 0 0

row 7 -1568.40 -5079.30 0 0 0 0

row 8 2936.45 9509.78 0 0 0 0

row 9 2677.36 8670.70 0 0 0 0

row 10 -1983.07 -6422.23 0 0 0 0

row 11 -217519.80 -704443.16 0 0 0 0

row 12 -1285.97 -4164.66 0 0 0 0

row 13 2279.85 7383.35 0 0 0 0

row 14 673134.73 2179963.20 0 0 0 0

row 15 -48276.68 -156345.19 0 0 0 0

row 16 163433.90 529284.67 0 0 0 0

row 17 0 0 0 -536.28 -1736.76 0

row 18 0 0 0 918.66 2975.09 0

row 19 0 0 0 -234.63 -759.85 0

row 20 0 0 0 -1381.49 -4474.00 0

row 21 0 0 0 1182.01 3827.98 0

row 22 0 0 0 431.36 1396.95 0

row 23 0 0 0 918.59 2974.88 0

row 24 0 0 0 -865.98 -2804.51 0

row 25 0 0 0 389617.35 1261785.26 0

row 26 0 0 0 -94939.98 -307465.42 0

row 27 0 0 0 -30703.99 -99435.62 0

row 28 -2004.45 -6491.45 0 0 0 0

row 29 0 0 0 -2004.45 -6491.45 0

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 7 col 8 col 9 col 10 col 11 col 12

row 1 -1568.40 2936.45 2677.36 -1983.07 -217519.80 -1285.97

row 2 -5079.30 9509.78 8670.70 -6422.23 -704443.16 -4164.66

row 3 0 0 0 0 0 0

row 4 0 0 0 0 0 0

row 5 0 0 0 0 0 0

row 6 0 0 0 0 0 0

row 7 306.12 -573.14 -522.57 387.06 42455.70 251.00

row 8 -573.14 1073.07 978.39 -724.67 -79488.22 -469.93

row 9 -522.57 978.39 892.06 -660.73 -72474.78 -428.47

row 10 387.06 -724.67 -660.73 489.39 53680.74 317.36

row 11 42455.70 -79488.22 -72474.78 53680.74 5888144.50 34810.62

row 12 251.00 -469.93 -428.47 317.36 34810.62 205.80

row 13 -444.98 833.12 759.62 -562.63 -61714.30 -364.85

row 14 -131383.01 245983.50 224279.77 -166119.92 -18221396.73 -107724.62

row 15 9422.68 -17641.74 -16085.16 11913.99 1306823.77 7725.92

row 16 -31899.17 59723.62 54454.06 -40333.12 -4424068.24 -26155.02

row 17 0 0 0 0 0 0

row 18 0 0 0 0 0 0

row 19 0 0 0 0 0 0

row 20 0 0 0 0 0 0

row 21 0 0 0 0 0 0

row 22 0 0 0 0 0 0

row 23 0 0 0 0 0 0

row 24 0 0 0 0 0 0

row 25 0 0 0 0 0 0

row 26 0 0 0 0 0 0

row 27 0 0 0 0 0 0

row 28 391.23 -732.48 -667.86 494.67 54259.31 320.78

row 29 0 0 0 0 0 0

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 13 col 14 col 15 col 16 col 17 col 18

row 1 2279.85 673134.73 -48276.68 163433.90 0 0

row 2 7383.35 2179963.20 -156345.19 529284.67 0 0

row 3 0 0 0 0 0 0

row 4 0 0 0 0 -536.28 918.66

row 5 0 0 0 0 -1736.76 2975.09

row 6 0 0 0 0 0 0

row 7 -444.98 -131383.01 9422.68 -31899.17 0 0

row 8 833.12 245983.50 -17641.74 59723.62 0 0

row 9 759.62 224279.77 -16085.16 54454.06 0 0

row 10 -562.63 -166119.92 11913.99 -40333.12 0 0

row 11 -61714.30 -18221396.73 1306823.77 -4424068.24 0 0

row 12 -364.85 -107724.62 7725.92 -26155.02 0 0

row 13 646.83 190980.49 -13696.97 46369.15 0 0

row 14 190980.49 56387763.33 -4044084.58 13690680.06 0 0

row 15 -13696.97 -4044084.58 290038.46 -981884.45 0 0

row 16 46369.15 13690680.06 -981884.45 3324031.84 0 0

row 17 0 0 0 0 35.79 -61.31

row 18 0 0 0 0 -61.31 105.02

row 19 0 0 0 0 15.66 -26.82

row 20 0 0 0 0 92.20 -157.94

row 21 0 0 0 0 -78.89 135.13

row 22 0 0 0 0 -28.79 49.31

row 23 0 0 0 0 -61.31 105.02

row 24 0 0 0 0 57.79 -99.00

row 25 0 0 0 0 -26002.33 44542.31

row 26 0 0 0 0 6336.12 -10853.84

row 27 0 0 0 0 2049.13 -3510.18

row 28 -568.70 -167910.34 12042.39 -40767.83 0 0

row 29 0 0 0 0 133.77 -229.15

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 19 col 20 col 21 col 22 col 23 col 24

row 1 0 0 0 0 0 0

row 2 0 0 0 0 0 0

row 3 0 0 0 0 0 0

row 4 -234.63 -1381.49 1182.01 431.36 918.59 -865.98

row 5 -759.85 -4474.00 3827.98 1396.95 2974.88 -2804.51

row 6 0 0 0 0 0 0

row 7 0 0 0 0 0 0

row 8 0 0 0 0 0 0

row 9 0 0 0 0 0 0

row 10 0 0 0 0 0 0

row 11 0 0 0 0 0 0

row 12 0 0 0 0 0 0

row 13 0 0 0 0 0 0

row 14 0 0 0 0 0 0

row 15 0 0 0 0 0 0

row 16 0 0 0 0 0 0

row 17 15.66 92.20 -78.89 -28.79 -61.31 57.79

row 18 -26.82 -157.94 135.13 49.31 105.02 -99.00

row 19 6.85 40.34 -34.51 -12.60 -26.82 25.29

row 20 40.34 237.51 -203.21 -74.16 -157.93 148.88

row 21 -34.51 -203.21 173.87 63.45 135.12 -127.38

row 22 -12.60 -74.16 63.45 23.16 49.31 -46.49

row 23 -26.82 -157.93 135.12 49.31 105.01 -98.99

row 24 25.29 148.88 -127.38 -46.49 -98.99 93.33

row 25 -11376.31 -66983.56 57311.50 20914.83 44539.07 -41988.31

row 26 2772.12 16322.21 -13965.38 -5096.42 -10853.05 10231.50

row 27 896.52 5278.67 -4516.46 -1648.20 -3509.92 3308.91

row 28 0 0 0 0 0 0

row 29 58.53 344.61 -294.85 -107.60 -229.14 216.02

row 30 0 0 0 0 0 0

row 31 0 0 0 0 0 0
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col 25 col 26 col 27 col 28 col 29 col 30 col 31

row 1 0 0 0 -2004.45 0 0 0

row 2 0 0 0 -6491.45 0 0 0

row 3 0 0 0 0 0 0 0

row 4 389617.35 -94939.98 -30703.99 0 -2004.45 0 0

row 5 1261785.26 -307465.42 -99435.62 0 -6491.45 0 0

row 6 0 0 0 0 0 0 0

row 7 0 0 0 391.23 0 0 0

row 8 0 0 0 -732.48 0 0 0

row 9 0 0 0 -667.86 0 0 0

row 10 0 0 0 494.67 0 0 0

row 11 0 0 0 54259.31 0 0 0

row 12 0 0 0 320.78 0 0 0

row 13 0 0 0 -568.70 0 0 0

row 14 0 0 0 -167910.34 0 0 0

row 15 0 0 0 12042.39 0 0 0

row 16 0 0 0 -40767.83 0 0 0

row 17 -26002.33 6336.12 2049.13 0 133.77 0 0

row 18 44542.31 -10853.84 -3510.18 0 -229.15 0 0

row 19 -11376.31 2772.12 896.52 0 58.53 0 0

row 20 -66983.56 16322.21 5278.67 0 344.61 0 0

row 21 57311.50 -13965.38 -4516.46 0 -294.85 0 0

row 22 20914.83 -5096.42 -1648.20 0 -107.60 0 0

row 23 44539.07 -10853.05 -3509.92 0 -229.14 0 0

row 24 -41988.31 10231.50 3308.91 0 216.02 0 0

row 25 18891108.59 -4603289.33 -1488723.33 0 -97188.24 0 0

row 26 -4603289.33 1121706.15 362764.54 0 23682.34 0 0

row 27 -1488723.33 362764.54 117319.59 0 7658.97 0 0

row 28 0 0 0 500 0 0 0

row 29 -97188.24 23682.34 7658.97 0 500 0 0

row 30 0 0 0 0 0 10 0

row 31 0 0 0 0 0 0 10
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Appendix B. MATLAB
R
Code

B.1 Tilt and Tip Simulation

% **********************************************************************
% This code develops time-correlatated Phase Screens using the
% Fourier Series method. Angular Tilt and Tip is then extracted
% from each Phase Screen.

% The code is provided by Lt Col Matthew Goda, PhD, Air Force Institute
% of Technology (AFIT).

% It has been modified by Capt Neil Paris, AFIT, for thesis work.

% 19 Feb 06
% **********************************************************************

tic
clear;clc;
wind = 22; % wind speed in meters/sec
xy_wind = sqrt(10^2 / 2); % x-dir and y-dir wind component
sample = 5000; % sampling rate in Hz
N = 65; % Number of pixels
d = 3.5; % Diameter of aperture (meters)
xy0 = linspace(0,d,N); % desired initial position of phase screen
y0 = xy0;
dxy = abs(xy0(1) - xy0(2)); % x and y pixel spacing
r0=0.05;
l0=0.0001;
L0=100;
lambda = .5e-6;
run_time = 4;
num_its = run_time*sample;

translate = repmat((xy_wind/sample)*[0:num_its-1]’,1,N);
xy_temp = repmat(xy0,num_its,1);
x = translate + xy_temp;
y = x;

% Find tip and tilt Zernike polynomials
xa = repmat(linspace(-1,1,N),N,1);
ya = repmat(linspace(-1,1,N)’,1,N);
[theta r] = cart2pol(xa,ya);
n = 1; m = 1;
tilt_zern = sqrt(2*(n+1)/pi)*r.*cos(m*theta)/(d/2);
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tilt_zern(:,ceil(N/2)) = 0;
tip_zern = sqrt(2*(n+1)/pi)*r.*sin(m*theta)/(d/2);
tip_zern(ceil(N/2),:) = 0;
tilt_zern = tilt_zern .* ((xa.^2+ya.^2)<=1);
tip_zern = tip_zern .* ((xa.^2+ya.^2)<=1);

clear xy0 translate xy_temp xa ya theta r

[kx ky sqrt_psd] = get_RFS_PSD(dxy,r0,l0,L0);

fid_tilt1 = fopen(’tilt1’,’w’);
fid_tilt2 = fopen(’tilt2’,’w’);
fid_tip1 = fopen(’tip1’,’w’);
fid_tip2 = fopen(’tip2’,’w’);
fid_tilt_ang1 = fopen(’tilt_ang1’,’w’);
fid_tilt_ang2 = fopen(’tilt_ang2’,’w’);
fid_tip_ang1 = fopen(’tip_ang1’,’w’);
fid_tip_ang2 = fopen(’tip_ang2’,’w’);

seed = 167984;
randn(’seed’,seed)
rand_weights = randn(1,1,length(kx)) + j*randn(1,1,length(kx));

Dphi = zeros(1,N-1);

ten=num_its/10;
for ii=1:num_its

%--------- Make the Kernel -----------------------------------------
kern = make_polar_kern(kx,ky,x(ii,:),y(ii,:),sqrt_psd);
%-------------------------------------------------------------------

%---------- Make Phase Screen --------------------------------------
[screen1(:,:),screen2(:,:)] = make_polar_screen(kern,rand_weights);
%--------------------------------------------------------------------

%--------- Extract the Tip and Tilt Phase ---------------------------
a_tilt1 = sum(sum(screen1.*tilt_zern))*dxy*dxy;
a_tilt2 = sum(sum(screen2.*tilt_zern))*dxy*dxy;
a_tip1 = sum(sum(screen1.*tip_zern))*dxy*dxy;
a_tip2 = sum(sum(screen2.*tip_zern))*dxy*dxy;
tilt1 = (a_tilt1*tilt_zern);
tilt2 = (a_tilt2*tilt_zern);
tip1 = (a_tip1*tip_zern);
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tip2 = (a_tip2*tip_zern);
%--------------------------------------------------------------------

% ---------- Convert the Tip and Tilt Phase into Angles -------------
tilt1_phase = tilt1(ceil(N/2),N);
tilt1_waves = tilt1_phase/(2*pi);
tilt1_angle = tilt1_waves*lambda/(d/2);
tilt2_phase = tilt2(ceil(N/2),N);
tilt2_waves = tilt2_phase/(2*pi);
tilt2_angle = tilt2_waves*lambda/(d/2);
tip1_phase = tip1(N,ceil(N/2));
tip1_waves = tip1_phase/(2*pi);
tip1_angle = tip1_waves*lambda/(d/2);
tip2_phase = tip2(N,ceil(N/2));
tip2_waves = tip2_phase/(2*pi);
tip2_angle = tip2_waves*lambda/(d/2);
%--------------------------------------------------------------------

fwrite(fid_tilt1,tilt1_phase,’real*8’);
fwrite(fid_tilt2,tilt2_phase,’real*8’);
fwrite(fid_tip1,tip1_phase,’real*8’);
fwrite(fid_tip2,tip2_phase,’real*8’);

fwrite(fid_tilt_ang1,tilt1_angle,’real*8’);
fwrite(fid_tilt_ang2,tilt2_angle,’real*8’);
fwrite(fid_tip_ang1,tip1_angle,’real*8’);
fwrite(fid_tip_ang2,tip2_angle,’real*8’);

Dphi = Dphi + calc_str_fcn(screen1,’rect’) +...
calc_str_fcn(screen2,’rect’);

if mod(ii,ten)==0
percent = (ii/num_its)*100;
disp([num2str(percent) ’%’]);

end
end

Dphi = Dphi/2/num_its;

fclose(’all’);

t = toc

save (’time’, ’t’)
save (’Specs’, ’N’, ’sample’, ’run_time’, ’wind’, ’r0’, ’seed’)
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save (’Struct_func’, ’Dphi’)

***********************************************************************
function [kx ky sqrt_psd] = get_RFS_PSD(dx,r0,l0,L0)

Q = 1.5; % Factor to set number of points
max_iter = 1000; % num of iterations for midpoint selection
tol = 1e-12; % tolerance for midpoint selection

kappa0 = 1/L0;
kappam1 = 5.92/l0;
% set max frequency also based on sampling ...
% need max freq < 1/(2*dx), which is a period evry 2 samples
kappam2 = 2*pi / (2*dx);
kappam = min(kappam1, kappam2);

k_max = kappam;
k_min = 2*pi/5/L0; % half the lowest frequency demanded by the outer scale

log_k_min = log10(k_min);
log_k_max = log10(k_max);
delta_log = log_k_max - log_k_min;
num_freq_pts = ceil(delta_log/log10(Q));
log_k_pts = linspace(log_k_min,log_k_max,num_freq_pts);
k_pts = 10.^log_k_pts; % These are the radial frequency values used

k_low = k_pts(1:end - 1);
k_low2 = (k_pts(1:end - 1)).^2;
k_high = k_pts(2:end);
k_high2 = (k_pts(2:end)).^2;
delta_k = diff(k_pts);

% need to find the 2D power in each annular segment from PSD
d_phi2 = zeros(1,length(delta_k));
for i1 = 1:length(delta_k)

d_phi2(i1) = int_vK2D2(r0,l0,L0,k_pts(i1),k_pts(i1 + 1));
end

%%%%%%%%%% loop to pick point to use for sinusoids
% define differential area
k_area = pi*(k_high2 - k_low2);
% provide a guess at the desired midpoint and then iterate to choose best
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% midpoint as defined by place where power in annular segment is equal to
% product of area and PSD at that midpoint
k_mid = 0.5*delta_k + k_low;
cnt = 0;

for index = 1:length(k_mid)
% seed binary searc with endpoints and midpoint
k_lower = k_pts(index);
k_upperu = k_pts(index + 1);
B = k_mid(index);
phi_mid = vK_phi(B^2,r0,l0,L0);
ip = phi_mid*k_area(index);
while (cnt <= max_iter) && (abs(ip - d_phi2(index)) > tol)

if ip < d_phi2(index)
k_upper = B;
B = k_lower + .5*(B - k_lower);

else
k_lower = B;
B = k_lower + .5*(k_upper - B);

end
phi_mid = vK_phi(B^2,r0,l0,L0);
ip = phi_mid*k_area(index);
cnt = cnt + 1;
if cnt == max_iter & abs(ip - d_phi2(index)) > tol*100

disp(’Warning maximum iterations reached in kappa calc’);
disp([’ tol: ’ num2str(abs(ip - d_phi2(index)))])

end
end
k_mid(index) = B;
cnt = 0;

end

% this can be changed later to include a progression of theta slices
num_theta = 32; % number of slices in theta
theta = linspace(pi/num_theta,2*pi - pi/num_theta,num_theta);
theta = theta-theta(1);
theta = repmat(theta,[1,length(k_mid)]);

k = [];
d_area = [];
for i1 = 1:length(k_mid)

k = [k repmat(k_mid(i1),[1,num_theta])];
d_area = [d_area repmat(k_area(i1)/num_theta,[1,num_theta])];

end
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kx = k.*cos(theta); % cartesian points for given theta value
ky = k.*sin(theta);

sqrt_phi = sqrt(vK_phi(k.^2,r0,l0,L0));
sqrt_area = sqrt(d_area);
sqrt_psd = sqrt_area .* sqrt_phi;

return

**********************************************************************
function phi = int_vK2D(r0,l0,L0,kappa_min,kappa_max)
% kappa is assumed to be in units of rad/m in vK_phi.m
% note that kappa_max should be in units of rad/m

kappa = logspace(log10(kappa_min),log10(kappa_max),1000);
kappa_low = kappa(1:end - 1);
kappa_high = kappa(2:end);
kappa_low2 = kappa_low.^2;
kappa_high2 = kappa_high.^2;

phi_low = vK_phi(kappa_low2,r0,l0,L0);
phi_high = vK_phi(kappa_high2,r0,l0,L0);
height = phi_low - phi_high;

% adding cylinders with partial cones at top (trapezoidal integral)
phi = sum(...

pi/3*height.*(kappa_high2 + kappa_high.*kappa_low - 2*kappa_low2) + ...
pi*phi_high.*(kappa_high2 - kappa_low2) );

return

**********************************************************************
% calculate the von Karman phase spectrum for a given kappa, r0, l0, and L0
function PHI = vK_phi(kappa2,r0,l0,L0)

PHI = 0.4916693*r0^(-5/3)*exp(-kappa2./(5.92/l0).^2).*...
(kappa2 + (1/L0).^2).^(-11/6);

return

**********************************************************************
function [kern] = make_polar_ker(kx,ky,x,y,sqrt_psd)

Nx = length(x);
Ny = length(y);
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for i1 = 1:Nx
for i2 = 1:Ny

for i3 = 1:length(kx)
kern(i2,i1,i3) = sqrt_psd(i3)*...
exp(j*(x(i1)*kx(i3) + y(i2)*ky(i3)));

end
end

end

**********************************************************************
%==========================================================================
% Creates a pair of phase screens with subharmonics sampled over a pseudo-
% polar grid.
%==========================================================================
function [phi1,phi2] = make_polar_screen(kern, comp)

Ny = size(kern,1);
Nx = size(kern,2);
phi = zeros(Ny,Nx);

for i1 = 1:Nx
for i2 = 1:Ny

phi(i2,i1) = phi(i2,i1) + sum(comp.*kern(i2,i1,:),3);
end

end

phi1 = real(phi);
phi1 = phi1-mean(mean(phi1));
phi2 = imag(phi);
phi2 = phi2-mean(mean(phi2));

return

**********************************************************************
function [out, out_diag] = calc_str_fcn(phz, type)
% function to calculate the phase structure function of the
% input phase array phz. This will calculate a slice of the 2-d structure
% function average along horiz/vertical direction and also along the two
% perpendicular diagonals.
%
% use type=’rect’ to use full phz matrix, ’circ’ will take rectangle
% circumscribed within the assumed circular aperture
% Note output is in terms of pixels, you must figure out the relationship
% to actual physical ditance, i.e. meters
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if nargin<2 | ~(strcmp(type,’rect’) | strcmp(type,’circ’))
error(’Need to specify rect/circ in calc_str_fcn’);

end

if strcmp(type,’circ’) % Take circumscribed rectangle
l = length(phz);
i1 = ceil(l/2*(1-1/sqrt(2)))+1;
i2 = floor(l/2*(1+1/sqrt(2)))+1;
phz2 = phz(i1:i2,i1:i2);

else % use whole thing
phz2=phz;

end

sz = length(phz2);
% along horiz and vert axes
for ii = 2:sz

temp = phz2(ii:end,:) - phz2(1:(sz+1-ii),:);
out1(ii-1) = mean(temp(:).^2);
temp = phz2(:,ii:end) - phz2(:,1:(sz+1-ii));
out2(ii-1) = mean(temp(:).^2);

end
out = (out1+out2)/2;

% if requested, along diagonals
if nargout>1

for ii = 2:sz
temp = phz2(ii:end,ii:end) - phz2(1:(sz+1-ii),1:(sz+1-ii));
out1(ii-1) = mean(temp(:).^2);
temp = phz2(ii:end,1:(sz+1-ii)) - phz2(1:(sz+1-ii),ii:end);
out2(ii-1) = mean(temp(:).^2);

end
out_diag = (out1+out2)/2;

end
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B.2 Pyramid Sensor Noise Characterization

% **********************************************************************
% This code determines the variance (power) of the pyramid sensor
% assuming white Gaussian noise.

% The code is provided by Dr James Brown, Starfire Optical Range,
% Air Force Research Laboratory.

% It has been modified by Capt Neil Paris, AFIT, for thesis work.

% 19 Feb 06
% **********************************************************************

save = 1;

azScale = 11.1; % nrad/count (scaling for CSM)
elScale = 9.67; % nrad/count

% AZIMUTH AXIS --------------------------------------------------------
d = load (’G:\Thesis\forAFIT\From3Nov\CSM_AZ_0200’);
%
x = d.CSM_AZ_0200(:,1); % CSM Command (counts) - repeated entries
y = d.CSM_AZ_0200(:,5); % Pyramid quad-cell calculation (tilt indication)
c = sum(d.CSM_AZ_0200(:, 7:10), 2); % Pyramid Signal Counts
%
x = x - mean(x); % Amount from mean - pos means amount above mean

% - neg means amount below mean
% This normalizes the tilt about the initial tilt angle

[xx, yy, vy] = avg_data(x, y, 0.01); % xx is sorted x without repeats
% yy is avg y value for each x repeat
% vy is the variance of the y values
% that make up each yy value

xx = xx*azScale;
x = x*azScale;

idx = find(abs(yy) <= 0.2);
xTemp = xx(idx);
yTemp = yy(idx);
p = polyfit(xTemp, yTemp, 1); % p = mx + b
m = p(1); % slope of p
yy = yy - p(2); % Center yy about zero
y = y - p(2);

% Determine noise strength assuming it is white guassian
Var_y_az = mean(vy(idx))/m^2; % Variance in nrad^2
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% Same as finding the variance
% of all of the y values together

figure(1)
plot(x, y, ’.b’) % Plot of raw data(besides x-mean(x)
hold on
plot(xx, yy, ’-k’, ’linewidth’, 4); % Plot of the mean of the data
plot([-1/m, 1/m], [-1 1], ’--k’, ’linewidth’, 2)
hold off
set(gca,’fontsize’,15)
grid on
xlabel(’Commanded Tilt (nrad)’);ylabel(’Pyramid Tilt’)
xlim([min(x) max(x)])
ylim([-0.75 0.75])
title(sprintf(’Azimuth Axis -- Linear Region Slope = %0.2E per nrad’, m))
legend(’Output Sample’,’Mean Output’,’Linear Fit’,’location’,’northwest’)
if save==1
print(’-depsc2’,’-tiff’,’-f1’,’G:\Thesis\Thesis Plots\sensor_az’);
print(’-depsc2’,’-tiff’,’-f1’,...

’D:\Paris_Thesis\Thesis\Thesis Plots\sensor_az’);
end
% ----------------------------------------------------------------------

% ELEVATION AXIS -------------------------------------------------------
d = load (’G:\Thesis\forAFIT\From3Nov\CSM_EL_0200’);
%
x = d.CSM_EL_0200(:,2);
y = d.CSM_EL_0200(:,6);
c = sum(d.CSM_EL_0200(:, 7:10), 2);
%
x = x - mean(x);
[xx, yy, vy] = avg_data(x, y, 0.01);
xx = xx*elScale;
x = x*elScale;
%
idx = find((yy >= -0.1) & (yy <= 0.4));
xTemp = xx(idx);
yTemp = yy(idx);
p = polyfit(xTemp, yTemp, 1);
m = p(1);
yy = yy - p(2);

% Determine noise strength assuming it is white guassian
Var_y_el = mean(vy(idx))/m^2; % Variance in nrad^2
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figure(2)
plot(x-200, y-.15, ’.b’) % Plot of raw data(besides x-mean(x)
hold on
plot(xx-200, yy-.15, ’-k’, ’linewidth’, 4); % Plot of the mean of the data
plot([-1/m, 1/m], [-1 1], ’--k’, ’linewidth’, 2)
hold off
set(gca,’fontsize’,15)
grid on
xlabel(’Commanded Tip (nrad)’);ylabel(’Pyramid Tip’)
xlim([-(max(x)-200) max(x)-200])
% xlim([-1934 1934])
ylim([-0.75 0.75])
title(sprintf(’Elevation Axis -- Linear Region Slope = %0.2E per nrad’, m))
legend(’Output Sample’,’Mean Output’,’Linear Fit’,’location’,’northwest’)
if save==1
print(’-depsc2’,’-tiff’,’-f2’,’G:\Thesis\Thesis Plots\sensor_el’);
print(’-depsc2’,’-tiff’,’-f2’,...

’D:\Paris_Thesis\Thesis\Thesis Plots\sensor_el’);
end
% ----------------------------------------------------------------------

************************************************************************
function [xOut, yOut, v] = avg_data(x,y,thresh)
%
%
[xx,idx] = sort(x); % Sorts x in ascending order

% idx is the index of the value in x
yy = y(idx); % keeps the y values matched to the orignal x vals
%
dx = diff(xx); % Absolute Difference between each element of xx
ii = find(dx >= thresh); % Indeces of dx values that are >= thresh
endIdx = [ii(:); length(xx)]; % Indeces of xx at end of

% each set of repeated data
begIdx = [1; ii(:)+1]; % Indeces of xx at beginning of each set of

% repeated data
%
Nbins = length(begIdx);
xOut = zeros(Nbins,1);
yOut = zeros(Nbins,1);
s = zeros(Nbins,1);

for i = 1:Nbins
xOut(i) = mean(xx(begIdx(i):endIdx(i)));
yOut(i) = mean(yy(begIdx(i):endIdx(i)));
v(i) = var(yy(begIdx(i):endIdx(i)),1); % Same as shifting the mean
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% to zero and shifting all
% corresponding y values by
% same amount and then finding
% mean of all the y values
% squared

end
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B.3 Controller Design

% **********************************************************************
% This code builds an LQG/LTR controller. The Kalman Filter model
% and LQR model are formed and the steady-state gains are
% determined. A Simulink file, sor_PI_Tracker2, uses the gains
% and models for simulation.

% Written by Capt Neil Paris, Air Force Institute of Technology

% 19 Feb 06
% **********************************************************************

clear; clc;
for dd=0:0
for bb=1:3

% -------- User Interface -----------------------------
% Save Data? Yes: sav=1; No: sav=0

sav = 1;

% Run Simulink model? Yes: simu=1; No: simu=0
simu = 1;

% Acquisition? Yes: Acq=1; No: Acq=0;
Acq=0;

% Delay? Yes: Delay=1; No: Delay=0
Delay = 0;

% Number of Delays (in samples)?
num_delay = 10;

% Sensor Saturation? Yes: Sat=1; No: Sat=0
Sat = 0;

% Measurement Noise? Yes: Noise=1; No: Noise=0
Noise = 1;

% Monte Carlo Runs
MC = 10;

% Truth Model - Low order: tru=1, High order: tru=2
tru = 1;

% Controller Type - LQG: cont=1, LQG/LTR: cont=2
cont = 1;

% Tilt Disturbance Model
% Mult factor on Q matrix values

qscale = 0;
qscale2 = 0;
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% Diameter of Aperture
d = 3.5;

% Coherence Radius
r0 = .05;

% Wavelength
lambda = .5e-6;

% Correlation Time
T_tilt = 0.320; % .13 based on wind = 21 m/s
T_tip = 0.320; % .32 based on wind = 21 m/s

% Filter Plant Models Tuning Values
% Q Matrix - diagonal entries for Q:

q = 1e0*[1e0*ones(1,3) 1e0*ones(1,3) 1e7*ones(1,10) 1e7*ones(1,11);...
1e0*ones(1,3) 1e0*ones(1,3) 1e6*ones(1,10) 1e6*ones(1,11);...
1e0*ones(1,3) 1e0*ones(1,3) 1e6*ones(1,10) 1e6*ones(1,11)];

q = q(bb,:);
% R Matrix - diagonal entries for R:

r = [4e5 6e5; 9e4 2e5; 9e4 2e5];
r = r(bb,:);

% r = [1e0 1e0]; %Baseline

% Cost Function Tuning Values
% X Matrix - Currently coded in LQG/LTR section

x = 1e0*[0*ones(1,3) 0*ones(1,3)...
0*ones(1,10) 0*ones(1,11) 0 0 1e1*1 1e1*1];

% If using LTR, set level for additional noise:
q_ltr = [1e3; 1e3; 500];
q_ltr = q_ltr(bb);

% U Matrix - diagonal entries for U:
u = [1e0 1e0 1e4 1e4; 5e3 5e3 1e4 1e4; 1e4 1e4 1e4 1e4];
u = u(bb,:);

% --------- Measurement Data -----------------------------------
if dd==0
fid_tilt = fopen(’Good Data\Jan23_129_5k_1s_10_5cm_98\tilt_ang1’);
fid_tip = fopen(’Good Data\Jan23_129_5k_1s_10_5cm_98\tip_ang1’);
specs = load(’Good Data\Jan23_129_5k_1s_10_5cm_98\Specs’);
end

if dd==4
fid_tilt = fopen(’Good Data\Jan21_65_5k_4s_10_5cm_0\tilt_ang1’);
fid_tip = fopen(’Good Data\Jan21_65_5k_4s_10_5cm_0\tip_ang1’);
specs = load(’Good Data\Jan21_65_5k_4s_10_5cm_0\Specs’);
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end

if dd==1
fid_tilt = fopen(’Good Data\Jan21_65_5k_4s_22_5cm_0\tilt_ang1’);
fid_tip = fopen(’Good Data\Jan21_65_5k_4s_22_5cm_0\tip_ang1’);
specs = load(’Good Data\Jan21_65_5k_4s_22_5cm_0\Specs’);
end

if dd==2
fid_tilt = fopen(’Good Data\Jan21_65_5k_4s_5_5cm_0\tilt_ang1’);
fid_tip = fopen(’Good Data\Jan21_65_5k_4s_5_5cm_0\tip_ang1’);
specs = load(’Good Data\Jan21_65_5k_4s_5_5cm_0\Specs’);
end

sample_rate = specs.sample; % in Hz
sample_time = 1/sample_rate;

tilt = (1e9)*fread(fid_tilt,inf,’real*8’);
tip = (1e9)*fread(fid_tip,inf,’real*8’);
% tip = tilt;
if Acq == 0

tilt = tilt - tilt(1);
tip = tip - tip(1);

end

meas.signals.dimension = 2;

% Load Actual Sensor noise strengths
n1 = load(’G:\Thesis\Saved_data\Sensor_noise_az.mat’);
n2 = load(’G:\Thesis\Saved_data\Sensor_noise_el.mat’);
sensor_noise = [n1.Var_y_az n2.Var_y_el];
% sensor_noise = [7564.1 13827];
% ------------------------------------------------------------

% -------- Form CSM and FSM state space matrices for Kalman Filter ------
F1 = load(’G:\Thesis\Saved_data\diag_fsm_az_9_10.mat’);
F2 = load(’G:\Thesis\Saved_data\diag_fsm_el_9_11.mat’);
FSM_az = F1.F_az; % azimuth axis
FSM_el = F2.F_el; % elevation axis

C = load(’G:\Thesis\Saved_data\diag_csm.mat’);
CSM_az = C.CSM; % azimuth axis
CSM_el = CSM_az; % elevation axis

% Zero matrices for Overall Plant A matrix
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zero_csm_A1 = zeros(length(CSM_az.A),length(CSM_el.A)); % 1,2
zero_csm_A2 = zero_csm_A1’; % 2,1
zero_fsm_A1 = zeros(length(FSM_az.A),length(FSM_el.A)); % 3,4
zero_fsm_A2 = zero_fsm_A1’; % 4,3
zero_urA = zeros(length(CSM_az.A)+length(CSM_el.A),... % upper right

length(FSM_az.A)+length(FSM_el.A));
zero_llA = zero_urA’; % lower left
urA = size(zero_urA); % dimensions of upper right
llA = size(zero_llA); % dimensions of lower left

% Zero matrices for Overall Plant B matrix
% Assumes that the individual plants have a B column vector
zero_csm_B1 = zeros(size(CSM_az.B,1),1); % 1,2
zero_csm_B2 = zeros(size(CSM_el.B,1),1); % 2,1
zero_fsm_B1 = zeros(size(FSM_az.B,1),1); % 3,4
zero_fsm_B2 = zeros(size(FSM_el.B,1),1); % 4,3
zero_urB1 = [zero_csm_B1 zero_csm_B1]; % upper right, 1st row
zero_urB2 = [zero_csm_B2 zero_csm_B2]; % upper right, 2nd row
zero_llB1 = [zero_fsm_B1 zero_fsm_B1]; % lower left, 1st row
zero_llB2 = [zero_fsm_B2 zero_fsm_B2]; % lower left, 2nd row

% Zero matrices for Overall Plant C matrix
% Assumes that the individual plants have a C row vector
zero_csm_C1 = zeros(1,size(CSM_el.C,2)); % 1,2
zero_csm_C2 = zeros(1,size(CSM_az.C,2)); % 2,1
zero_fsm_C1 = zeros(1,size(FSM_el.C,2)); % 1,4
zero_fsm_C2 = zeros(1,size(FSM_az.C,2)); % 2,3

% Overall Plant A matrix
A = [CSM_az.A zero_csm_A1 zero_urA(1:length(CSM_az.A),:);...

zero_csm_A2 CSM_el.A zero_urA(length(CSM_az.A)+1:urA(1),:);...
zero_llA(1:length(FSM_az.A),:) FSM_az.A zero_fsm_A1;...
zero_llA(length(FSM_az.A)+1:llA(1),:) zero_fsm_A2 FSM_el.A];

% Overall Plant B matrix
B = [CSM_az.B zero_csm_B1 zero_urB1;...

zero_csm_B2 CSM_el.B zero_urB2;...
zero_llB1 FSM_az.B zero_fsm_B1;...
zero_llB2 zero_fsm_B2 FSM_el.B];

% Overall Plant C matrix
C = [CSM_az.C zero_csm_C1 FSM_az.C zero_fsm_C1;...

zero_csm_C2 CSM_el.C zero_fsm_C2 FSM_el.C];

% Overall Plant D matrix
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D = 0;

% Overall Plant state matrices
Pl = ss(A,B,C,D);

% Plant Dynamics Noise
Q = diag(q); % Process Noise
G = eye(length(Pl.A));
% -------------------------------------------------

% ----------- Create Truth Model --------------------
if tru == 1

truth = Pl;
else

load(’G:\Thesis\Saved_data\fsm_az_17_18.mat’);
TF1 = ss(fsm_est2);
load(’G:\Thesis\Saved_data\fsm_el_17_18.mat’);
TF2 = ss(fsm_est2);
load(’G:\Thesis\Saved_data\diag_csm.mat’);
TC = CSM;
truth = truth_model(TF1, TF2, TC);

end
% ---------------------------------------------------

% ----- Kalman Filter Tilt Disturbance Model ----------------------
var_tilt = ((0.448*((d/r0)^(5/3)))/((pi)^2))*((lambda/(d/2))^2)*((1e9)^2);
var_tip = var_tilt;
Q_disturb = diag([(2*var_tilt/T_tilt)+(qscale*(1e7))...

(2*var_tip/T_tip)+(qscale2*(1e7))]);
A_disturb = diag([-1/T_tilt -1/T_tip]);
C_disturb = eye(size(A_disturb,1));
D_disturb = 0;
G_disturb = eye(size(A_disturb,1));
% --------------------------------------------------------------

% ----- Augmented Kalman Filter State Model -----------------------
A_aug_u_zero = zeros(size(Pl.A,1),size(A_disturb,1));
A_aug_l_zero = zeros(size(A_disturb,1),size(Pl.A,2));
A_aug = [Pl.A A_aug_u_zero; A_aug_l_zero A_disturb];
B_aug_l_zero = zeros(size(A_disturb,1),size(Pl.B,2));
B_aug = [Pl.B; B_aug_l_zero];
C_aug = [Pl.C C_disturb];
D_aug = 0;
Kf_model = ss(A_aug,B_aug,C_aug,D_aug);
G_aug_u_zero = zeros(size(G,1),size(G_disturb,2));
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G_aug_l_zero = zeros(size(G_disturb,1),size(G,2));
G_aug = [G G_aug_u_zero; G_aug_l_zero G_disturb];
Q_aug_u_zero = zeros(size(Q,1),size(Q_disturb,2));
Q_aug_l_zero = zeros(size(Q_disturb,1),size(Q,2));
Q_aug = [Q Q_aug_u_zero; Q_aug_l_zero Q_disturb];

% Equivalent Discrete Time Model
dKf_model = c2d(Kf_model,sample_time);
Qd_aug = Qd(Q_aug,G_aug,Kf_model.A,sample_time);
% --------------------------------------------------------------------

% ----- Psuedo-Integral Discrete State Model (for LQR Model)------------
Ai = [Pl.C eye(size(A_disturb,1)) eye(size(C_aug,1))];
% ---------------------------------------------------------------

% ----- Discrete-time LQR Model -----------------------------------------
A_lqr_u_zero = zeros(size(dKf_model.A,1),size(Ai,1));
A_lqr_l_zero = zeros(size(Ai,1));
A_lqr = [dKf_model.A A_lqr_u_zero; Ai];
B_lqr_l_zero = zeros(size(Ai,1),size(dKf_model.B,2));
B_lqr = [dKf_model.B; B_lqr_l_zero];
C_lqr = [dKf_model.C zeros(size(dKf_model.C,1),size(Ai,1))];
% --------------------------------------------------------------

% ----- Kalman Filter - Gain (Kf), Covariance (P), (and ss model) -------
R = diag(r); % Measurement noise
% Determines the covariance and gain
[P,E,K] = dare(dKf_model.A’,dKf_model.C’,G_aug*Qd_aug*G_aug’,R);
Kf = K’; % care gain output is transposed
% Discrete-time Kalman Filter for Simulink

Kf_model2 = ss(A_aug,[B_aug G_aug],C_aug,D_aug);
[KF Kf2 P2] = kalmd(Kf_model2,Q_aug,R*sample_time,sample_time);

% ----------------------------------------------------------------------

% ------------- LQG/LTR -----------------------------------------------
% Determine Feedback Gain, Kc
X = diag(x); % State weighting matrix
X_ltr = X + q_ltr*C_lqr’*C_lqr; % Add q_ltr*C’*C to X for LTR
U = diag(u); % Control weighting matrix

if cont == 1
[Kc,E2,Gc] = dare(A_lqr,B_lqr,X,U); % Determines the optimal gain

else
[Kc,E2,Gc] = dare(A_lqr,B_lqr,X_ltr,U); % Determines the optimal gain

end
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% ----------------------------------------------------------------------

if Noise == 1
data_rate = .1*sample_time;

else
data_rate = -1;

end

hh = waitbar(0,’Performing Monte Carlo Runs...’);
rand(’state’,0)
for ii=1:MC

seed = randint(1,1,[0,99999999]);
% ---------- Run Simulink Model ------------------------------
if simu == 1

tic
sim(’sor_PI_tracker2’,specs.run_time - sample_time)
toc

end
% --------------------------------------------------------------

if MC>1
% ------ Data Collection ---------------------------------
Atm(:,:,ii) = Actual_tilt_tip;
c_time = counter.time;
Reg(:,:,ii) = Reg_tilt_tip;
wgn(:,:,ii) = WGN;
Z(:,:,ii) = z.signals.values;
d_time = z.time;
Kf_ests(:,:,ii) = KFests;
input(:,:,ii) = Input;
out_CSM_az(:,:,ii) = y_CSM_az;
out_CSM_el(:,:,ii) = y_CSM_el;
out_FSM_az(:,:,ii) = y_FSM_az;
out_FSM_el(:,:,ii) = y_FSM_el;
out_az(:,:,ii) = y_az;
out_el(:,:,ii) = y_el;
states_CSM_az(:,:,ii) = x_CSM_az;
states_CSM_el(:,:,ii) = x_CSM_el;
states_FSM_az(:,:,ii) = x_FSM_az;
states_FSM_el(:,:,ii) = x_FSM_el;
% ------------------------------------------------------
clear ’Actual_tilt_tip’ ’Reg_tilt_tip’ ’WGN’ ’z’ ’KFests’ ’Input’ ’counter’
clear ’y_CSM_az’ ’y_CSM_el’ ’y_FSM_az’ ’y_FSM_el’ ’y_az’ ’y_el’ ’tout’...
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’x_CSM_az’ ’x_CSM_el’ ’x_FSM_az’ ’x_FSM_el’
end

waitbar(ii/MC)
end %end of MC runs
close(hh)

% ---------- Save Data ---------------------------------
if sav == 1

time = [num2str(specs.run_time) ’sec_’];
wind = [’wind’ num2str(specs.wind) ’_’];
filename = [’D:\Paris_Thesis\Results_Data\’ time wind...

’U_’ num2str(u(1)) ’_’ num2str(u(2)) ’_’ num2str(u(3))...
’_’ num2str(u(4)) ’_Acq’ num2str(Acq) ’_Sat’ num2str(Sat)...
’_Delay’ num2str(Delay) ’_delay’ num2str(num_delay)...
’_WGN’ num2str(Noise)];

if MC>1
filename = [filename ’_MC’];
save(filename,’cont’,’qscale’,’T_tilt’,’T_tip’,’q’,’r’,’x’,...

’q_ltr’,’u’,’Atm’,’Reg’,’wgn’,’Z’,’Kf_ests’,’input’,...
’out_CSM_az’,’out_CSM_el’,’out_FSM_az’,’out_FSM_el’,...
’out_az’,’out_el’,’c_time’,’d_time’,’states_CSM_az’,...
’states_CSM_el’,’states_FSM_az’,’states_CSM_el’,’Sat’,...
’Delay’,’num_delay’,’Noise’,’specs’);

else
save(filename,’cont’,’qscale’,’T_tilt’,’T_tip’,’q’,’r’,’x’,...

’q_ltr’,’u’,’Actual_tilt_tip’,’Reg_tilt_tip’,’WGN’,’z’,...
’KFests’,’Input’,’y_CSM_az’,’y_CSM_el’,’y_FSM_az’,...
’y_FSM_el’,’y_az’,’y_el’,’tout’,’x_CSM_az’,’x_CSM_el’,...
’x_FSM_az’,’x_FSM_el’,’Sat’,’Delay’,’num_delay’,...
’Noise’,’specs’);

end
end
% -------------------------------------------------------

*********************************************************
function Pl = truth_model(FSM_az, FSM_el, CSM)

CSM_az = CSM; % azimuth axis
CSM_el = CSM_az; % elevation axis

% Zero matrices for Overall Plant A matrix
zero_csm_A1 = zeros(length(CSM_az.A),length(CSM_el.A)); % 1,2
zero_csm_A2 = zero_csm_A1’; % 2,1
zero_fsm_A1 = zeros(length(FSM_az.A),length(FSM_el.A)); % 3,4
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zero_fsm_A2 = zero_fsm_A1’; % 4,3
zero_urA = zeros(length(CSM_az.A)+length(CSM_el.A),... % upper right

length(FSM_az.A)+length(FSM_el.A));
zero_llA = zero_urA’; % lower left
urA = size(zero_urA); % dimensions of upper right
llA = size(zero_llA); % dimensions of lower left

% Zero matrices for Overall Plant B matrix
% Assumes that the individual plants have a B column vector
zero_csm_B1 = zeros(size(CSM_az.B,1),1); % 1,2
zero_csm_B2 = zeros(size(CSM_el.B,1),1); % 2,1
zero_fsm_B1 = zeros(size(FSM_az.B,1),1); % 3,4
zero_fsm_B2 = zeros(size(FSM_el.B,1),1); % 4,3
zero_urB1 = [zero_csm_B1 zero_csm_B1]; % upper right, 1st row
zero_urB2 = [zero_csm_B2 zero_csm_B2]; % upper right, 2nd row
zero_llB1 = [zero_fsm_B1 zero_fsm_B1]; % lower left, 1st row
zero_llB2 = [zero_fsm_B2 zero_fsm_B2]; % lower left, 2nd row

% Zero matrices for Overall Plant C matrix
% Assumes that the individual plants have a C row vector
zero_csm_C1 = zeros(1,size(CSM_el.C,2)); % 1,2
zero_csm_C2 = zeros(1,size(CSM_az.C,2)); % 2,1
zero_fsm_C1 = zeros(1,size(FSM_el.C,2)); % 1,4
zero_fsm_C2 = zeros(1,size(FSM_az.C,2)); % 2,3

% Overall Plant A matrix
A = [CSM_az.A zero_csm_A1 zero_urA(1:length(CSM_az.A),:);...

zero_csm_A2 CSM_el.A zero_urA(length(CSM_az.A)+1:urA(1),:);...
zero_llA(1:length(FSM_az.A),:) FSM_az.A zero_fsm_A1;...
zero_llA(length(FSM_az.A)+1:llA(1),:) zero_fsm_A2 FSM_el.A];

% Overall Plant B matrix
B = [CSM_az.B zero_csm_B1 zero_urB1;...

zero_csm_B2 CSM_el.B zero_urB2;...
zero_llB1 FSM_az.B zero_fsm_B1;...
zero_llB2 zero_fsm_B2 FSM_el.B];

% Overall Plant C matrix
C = [CSM_az.C zero_csm_C1 FSM_az.C zero_fsm_C1;...

zero_csm_C2 CSM_el.C zero_fsm_C2 FSM_el.C];

% Overall Plant D matrix
D = 0;

% Overall Plant state matrices
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Pl = ss(A,B,C,D);

****************************************************************
function [qd] = Qd(Q,G,Phi,Ts)
% This function determines Qd which is the discretized version
% of the process noise matrix Q from a continuous Kalman filter model
% The routine is written by Dr. Peter Maybeck, Air Force Institute of
% Technology, Wright-Patterson Air Force Base, OH
% The routine is a modification of a portion of Matlab’s old LQED function
% to get Qd

% Reference: This routine is based on the routine DISRW.M by Franklin,
% Powell and Workman and is described on pp. 454-455 of "Digital Control
% of Dynamic Systems".

[nx,nu] = size(G);

[nq,mq] = size(Q);
if (mq ~= nq) | (nu ~= mq), error(’G and Q must be consistent.’); end

% Check if Q is positive semi-definite and symmetric
if any(eig(Q) < -eps) | (norm(Q’-Q,1)/norm(Q,1) > eps)
disp(’Warning: Q is not symmetric and positive semi-definite’);

end

Zf = zeros(nx);
M = [ -Phi G*Q*G’

Zf Phi’ ];
phi_aug = expm(M*Ts);
phi12 = phi_aug(1:nx,nx+1:2*nx);
phi22 = phi_aug(nx+1:2*nx,nx+1:2*nx);
qd = phi22’*phi12;
qd = (qd+qd’)/2;\qquad \qquad % Make sure Qd is symmetric
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Gaussian controller to control both steering mirrors in order to eliminate wavefront tilt and tip distortions induced by the
earth’s atmosphere, and to evaluate the stability robustness and performance of the controller through simulation and
Monte Carlo analysis. Controller design elements and simulation parameters are varied to examine and compare resulting
performance and robustness characteristics. The controller design is limited to the use of linear models even though
components within the control loop have some nonlinear characteristics; however, consideration has been given to the
nonlinear aspects of the system via the simulation environment in order to observe the linear controller in a
near-real-world environment.
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